Challenges in Designing Software Architectures for Web Based Biomedical Signal Analysis
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Abstract. In contemporary explorations of biomedical data, there is a strong inclination towards software platforms that offer ubiquitous access and ease of use. Traditional biomedical signal analysis, such as detection of disorders in electrocardiogram recordings is considered as difficult task. There are many approaches to tackle such tasks, but the common assumption is that such an analysis should be performed both offline (after data collection) and particularly off the web, using MATLAB (or Octave) programs or other specialized software. There has been little effort involved in complete web solutions for biomedical signal analysis, which, compared to traditional analysis, have many advantages: access from afar, browser-only software requirements, reliance on fast server solutions for calculations, etc. This chapter considers web systems for biomedical signal analysis and describes their software architecture design aspects. It examines its applications: home care, medical education, signal repositories with visualization capabilities, signal analysis environments with data mining. The focus is on challenges involving these systems, like: data privacy, frontend workflow, frontend and backend interactions, database design, integration of data analysis and reporting libraries, programming language issues, etc. We emphasize that little work was published regarding architectural considerations in this setting and highlight the importance of overcoming these issues.

1. Introduction: Background and Driving Forces

There has been a significant progress made recently in scientific, computerized exploration of biomedical data, where novel software platforms are developed that offer remote access and data mining capability. Traditionally, biomedical time series (signal) analysis tasks include, among many others: detection of disorders by processing of electrocardiogram (ECG) recordings [1], analysis of sleep in electroencephalogram (EEG) recordings [2], analysis of gait and muscle dynamics using surface electromyogram (EMG) [3], calm/distress classification by skin conductivity [4], etc. All of these tasks are considered as difficult to accomplish, since mathematical methods for accurate analysis are computationally demanding and since the difference between a disorder and healthy state may not be totally reflected in the analyzed signal. There are many approaches developed that offer solutions to such analysis problems, but the mainstays are still considered to be offline analysis (after all the data was collected) and off-the-
web analysis, using either MATLAB (or Octave) based scripts or frameworks [5], or other specialized software, e.g. for heart rate variability analysis [6].

The primary reason for such a mainstay, aside from biomedical engineering tradition, lies in complex algorithmic procedures for signal processing and analysis that take a lot of computer time to complete, visualize and interpret [7].

In Fig. 1, we depict one of the usual workflows for a complex biomedical signal analysis task. The primary steps included in such a workflow are:

1. the acquisition of signal data, either from an existing web repository, local database, file storage or directly from a measuring instrument [8,9],
2. signal preprocessing, including noise filtering, signal transformations, characteristic points detection [10],
3. feature extraction, usually recommended by medical experts or medical guidelines for a particular type of signal and analysis goal [11],
4. feature selection and/or dimensionality reduction, usually based on several statistical and machine learning techniques (e.g. principal component analysis, filter based selection, wrappers, etc.) [12-14],
5. model construction, usually involving multivariate inductive statistics, classification, regression, or unsupervised learning machine learning methods [15,16],
6. results visualization and interpretation, using a variety of statistical and machine learning evaluation tools and methods [17].

Although some steps may be skipped, depending on the analysis goal, input signal type and methods used, the entire process may be automated only partially and is cumbersome on the hardware and software resources of the platform on which it is performed. Also, special expertise in biomedical engineering research field is needed in order to intervene in the process.

In order to ameliorate the issues with the hardware and software resources, the majority of novel research focuses on remote healthcare, where services operate in the way to offer remote collection of data, transfer of data via network, and medical center based analysis on a server or cloud architecture using a variety of complex signal processing tools [18]. Still, the main issue with such a process is that both signal analysis and signal inspection are considered to be reserved only for medical and biomedical engineering experts, acting locally, in hospitals or research centers.

There has been little effort involved in complete web based solutions for biomedical signal analysis that would enable on-the-web analysis of patient's data. The advantages of web based solutions for biomedical signal analysis are plenty: remote and ubiquitous access, browser-only software installation requirements, reliance on fast server solutions for calculations, independent client and server side development, etc.

![Figure 1. Complex biomedical signal analysis scenario](image)
In this chapter, we mostly consider web based systems that enable biomedical signal analysis. We focus on software architecture aspects in designing such systems, from the perspective and experience of an ongoing research project, named MULTISAB, aimed at developing both research and application based web platform for parallel, heterogeneous biomedical time series analysis, intended for medical disorder diagnostics and classification [19-21] that would support complex analysis scenarios such as the one depicted in Fig. 1. For the sake of completeness, we also examine typical applications of web based systems for home healthcare that have very little or no options for the end user [22], medical educational software platforms that offer training to medical staff regarding biomedical signal analysis [23], biomedical signal repositories that offer both signal recordings and signal visualization [8], as well as electronic and personal health record systems that are related to the current topic [24].

The chapter does not consider offline and off-the-web biomedical time series analysis software developed in specific medical domains, although there are many examples of such software [5,6,25,26]. We also do not discuss numerous biomedical image applications and software in this work, given either as a web or as offline solution [27-30].

Challenges in developing web based biomedical signal analysis software are considered, such as: data privacy, security and user roles, frontend workflow organization, frontend and backend interactions, changes in implementation languages and libraries, database design, integration of existing data analysis and reporting libraries, and workload amelioration. We would like to emphasize that not much work was published regarding these practical aspects of biomedical time series analysis software design and implementation in a web setting. Therefore, through an in-depth exploration of these challenges, we highlight the importance of further development of web based solutions to end users.

In this chapter, we will intermittently use the terms "biomedical signal", "biomedical time series" and "physiological signal" as synonyms. In subchapter 2, an overview of related work is provided, and in subchapter 3, architectural challenges are presented, with some examples and discussion from our developing MULTISAB web platform. Subchapter 4 discusses specifics regarding design, hardware, software and other requirements needed to construct a biomedical signal analysis web platform. Subsection 5 provides a short discussion and conclusion of this chapter.

2. Overview of Web Based Systems for Biomedical Time Series Analysis

Web based systems for biomedical time series analysis have evolved significantly since the late 1990s (the advent of major internetization). The evolution of such systems has had several directions:

- web physiological data repositories, highlighted mostly by the well known PhysioNet website [8];
- remote healthcare systems for online patient monitoring, based on improvements in wireless sensor technologies [31-33], with different storage capabilities, such as cloud infrastructure [34], and governed today by a multitude of companies covering various aspects of online service, see e.g. [35];
- medical educational software, intended for better understanding of complex physiological processes, elucidated by biomedical time series visualization [36];
- electronic health record systems, primarily intended to replace traditional paper health records and to allow information sharing among medical specialists and primary care physicians for the purpose of improving patient care [37], but also intended for clinical decision support, usually taking into account multiple information sources available in the record [38], still having many architectural challenges [39];
• research and application oriented platforms/environments that enable decision support and data mining of time series data, with major focus in bioinformatics [39], and only with recent development in biomedical time series data analysis [19,40].

2.1. Web Physiological Data Repositories

Web physiological data repositories, such as the renowned openly available PhysioNet platform [8], or [41] were developed in the last two decades as an ongoing effort to promote better understanding of biomedical time series data through scientific exploration of their mechanisms and behavior. Although a web repository may provide a user with somewhat limited analytical capabilities, its primary use is to expose reliable and available anonymized patient data to interested researchers and other users. Contributors to databases in web repositories are usually hospitals and established medical research centers. The web repository allows better comparison of developed feature extraction and data mining algorithms among researchers, usually with standard physiological signal databases available as reference points (e.g. MIT-BIH Arrhythmia Database database on PhysioNet web portal).

Web based biomedical signal visualization and off-the-web use of biomedical signal analysis software (such as WFDB toolkit available from PhysioNet [8]) are also important aspects that contributed to widespread influence of the web signal repositories. Aside from open web physiological data repositories, there also exist commercial or membership oriented repositories, such as the THEW project [42] and Ann Arbor Electrogram Libraries [43] that offer similar or even improved (better annotated, higher sampling quality) data records, compared to the openly available repositories, but at a price.

2.2. Remote Healthcare Systems

In aging societies, the importance of remote healthcare systems cannot be overstated. Indeed, immediate assistance in the case of medical emergency is imperative, and organization of technological environment so that it best suits patient's needs and limitations has become a largely investigated issue. Specialized scientific conferences (e.g. HealthyIoT, AmIHEALTH) and journals (e.g. Journal of Healthcare Engineering, Journal of Biomedical and Health Informatics, Sensors) cover this research area. Scientific literature usually focuses on descriptions of wireless sensors and connectivity protocols [21,44], with the majority of applications in home environments [45,46]. Particular effort is usually attributed to server side data processing [47], where many different architectures and technologies may be used, e.g. cloud based architecture [27,48], standard server with relational database architecture [49], and standard server with online (script based) processing [47].

Data mining in remote healthcare systems may be related to simple outlier detection (whether sensor anomaly or patient emergency) [50], fuzzy rule based diagnostic systems that alert physicians in the case of emergency [51], prediction of disorder onset (as is the case with blood glucose in diabetes) [52], or a more complex expert system that allows multiple diagnoses based on a variety of measured parameters [47], to name just a few. Some of the analyses are more suitable for online processing, such as anomaly detection and rule based alerting, while others are more appropriate for offline analysis, such as prediction of disorders. There are multiple challenges involved in remote health monitoring systems, such as data acquisition and preprocessing (in particular, a lack of standardized wireless sensor solutions), medical equipment pricing, data privacy preserving, network coverage and bandwidth allocation, data modeling methodology, results evaluation options, etc. [27,53,54].
Web solutions in remote healthcare system usually offer unrestricted access only to qualified physicians and medical personnel [22], with home (patient) side of the web interface being either non-existent [55] or limited to simple actions [54,56,57]. For example, a user may see some measured health parameters through a web based interface and request a feedback from a medical expert [57].

Remote monitoring by smart phones and tablets may offer price and access related improvements [58], although mobile applications may present an obstacle for some patients if the usability is not in focus [59]. Web interface on the server side differs from one system to another, but usually supports: patient vital signs (emergency) monitoring, recorded signal visualization for inspection, and in some occasions, data mining [47,60].

2.3. Medical Educational Software

Although there are many instances of web based medical software intended for physicians' education, such as software for medical 2D [61] and 3D imaging [62,63], there are only a handful of online systems available for biomedical time series analysis education, most of them ECG related [23,36,64].

The purpose of online learning system is to provide medical students with easier access to a large number of interesting examples of physiological recordings, as well as to accelerate students marking. Also, automated computer based detection and annotation of morphological signal features (such as waves in ECG) and comparison with expert based annotations is another application of the on-the-web educational approach [23]. Aside from specialized educational software, medical personnel also have the option to use web physiological data repositories, as the ones described in section 2.1, for educational purposes.

2.4. Electronic and Personal Health Record Systems

Contemporary electronic health record (EHR) system may be considered as a big data system, particularly in the sense of large data volume and considerable data variety (structured text, unstructured text, signals, images, 3D data) [65]. This is clearly reflected in various categories of medical knowledge required to describe the state of a patient through time. The knowledge may include standard medical history, demographical information, medications taken, various laboratory tests results, undergone treatments, and many forms of recorded signals and images (e.g. ECGs, echocardiography, radiology, MRI [66]). To support this kind of information diversity and communication between medical institutions, and not only within institutions, as is the case with standard electronic medical records (EMR), a set of standards and regulations were developed, such as HL7, ISO 13606 (and its underlying standards), DICOM, and ISO/TC 215's set of health informatics standards.

The experience of using EHRs in hospitals is mostly positive, with reported improvements in hospitals efficiency [67]. However, focusing specifically on the information coming from biomedical signals in EHRs, there are very few proposed and implemented solutions for storing ECG, EEG, and other important biomedical signals directly in an EHR [68]. The main issue lies in integrating various heterogeneous formats of the signal recordings with the existing architectural standards in EHRs [69]. As a commonly used alternative, the signals may be stored (and also transformed to images) in a separate record system unavailable to the EHR. In such cases, usually, only a final report is summarized and presented in the EHR [70]. This certainly prohibits the interoperability between medical centers and therefore lowers the quality of service to patients.
There are some efforts to standardize various formats, such as the one in ECG analysis domain, by conversion of various ECG formats to DICOM-PACS image format [24] and integrating ECG-as-image in EHR stored in the cloud. Such images may be used later for learning disease models based on image mining techniques, involving automatic detection and classification [71]. Nevertheless, aside from individual uses in medical centers on the pay-per-use basis, the full service of EHR, especially in the context of biomedical signals analysis, has not yet been established [72]. The hospitals and medical centers are sometimes unwilling to use the available cloud based solutions for EHRs, and this is not without a cause. Some of the major challenges that influence hospitals in having such a stance, aside from the incompleteness of structure of EHRs due to lack of standards, are: data safety and security issues, limited storage capacity, network unreliability and low transfer capacity [73]. Also, in the context of use of EHR in mobile devices (mobile health), which is considered as especially convenient for medical personnel and patients in remote areas, short battery life, small storage capacity, and limited processing ability of the mobile devices represent additional challenges [69]. However, using big data architecture and resources can lead to many opportunities in healthcare: data quality improvement, improved population management and health, early detection of diseases, accessibility, improved decision making, and cost reduction [73].

Personal health records (PHR) are a more recent development in the field of electronic health records. Essentially, the main difference between EHR and PHR is in the way of access privileges and user roles. Whereas EHR may be looked upon and updated only by medical professionals, PHR may be read and, sometimes, modified by the patient, since it is considered as the patient's property. Alyami et al. [74] mention two types of personal health record systems: untethered and tethered. In untethered PHR, patient has full control over his PHR, where he can collect, manage and share data in his record. Tethered PHR is linked to specific healthcare provider's EHR (or hospital EHR), and can be used remotely by patients to view their data. Patients sharing untethered PHR with healthcare providers may be one venue to go in supporting interoperability between medical centers. In this respect, blockchain technology, developed for data privacy, secure access and scalability [75] may play an important role in developing applications for serving PHR to interested and authorized users [76]. We do note that we are unaware of any current research that investigates individualized web based biomedical signal analysis and processing based on personal health record information.

2.5. Research and Application Oriented Web Platforms/Environments for Biomedical Signal Analysis

Decision support systems (DSS) may be included as an important part of EHR systems, with the intent of helping the medical practitioner in reaching accurate diagnosis, treatment or prognosis. DSS are of particular importance to less experienced physicians and general physicians in rural areas, where absence of experts in a particular domain (e.g. cardiology) as well as medical emergency requires immediate and educated action [77]. Web based solutions in a form of web application that accesses EHR in order to provide decision support should allow easy access to relevant data and conclusions to doctors in a well defined clinical domain [78].

Research focused web platforms that offer some analysis and decision support based on biomedical signals are mostly developed for some specific domain, e.g. stress level in virtual reality environments [40] or ECG diagnostic interpretation [79]. As far as we are aware, there are currently no complete research and application oriented web platforms available that would allow biomedical signal analysis and data mining of multiple heterogeneous signals, whether in real time, or offline. Still, at least one such platform is currently in development [20,21].
3. Architectural challenges in web based biomedical signal analysis software

3.1. Data privacy, Security and User Roles

Data privacy is a very important topic in biomedical data analysis. In recent times, a number of software exploits are rising. Most reasons are related to bugs in software and to weak configuration of servers. Programmers don't keep security and possible consequences of software malfunctions in mind. Common errors are related to poor or absent verification of user input and to an absence of verification of sizes of data buffers. Possible consequences are crashes caused by invalid user input or leakage of confidential data [80]. The solution for this kind of problems is to use defensive programming techniques [81].

A weak server configuration allows an attacker to trick the server to use an older version of SSL or TLS security protocols that have many exploits and then to use one or more exploits to get confidential data. The solution is to pay more attention while writing server configuration files. Namely, all unneeded services should be disabled, all not user ports should be blocked by a firewall and only the latest version of TLS cryptographic protocol should be used [82].

The most common attacks fall in the following groups: 1) weak configuration of servers, 2) protocol design flaws, and 3) protocol implementation flaws. We provide examples for each group of attacks, as follows.

Group 1 example: Downgrade attack. A protocol downgrade attack tricks a server to use one of older versions of SSL/TLS protocols that have design flaws and then employ one of the many known exploits to get confidential data. This attack is performed by an attacker in the handshake phase of the connection. The client initiates a handshake by sending the list of supported TLS and SSL versions. An attacker intercepts the traffic, posing as a server (Man-in-The-Middle attack) and persuades the client to accept one of the older versions of TLS or SSL protocol. Now that the connection between the client and the server is established on an older protocol version, the attacker can perform one of many known attacks that exploit protocol design or implementation flaws.

Group 2 example: SSL 2.0 design flaws. SSL version 2.0 has many known flaws. One of the flaws is to use the same cryptographic keys both for message integrity and encryption. This is a problem if a chosen cryptographic algorithm is weak. If an attacker successfully breaks the encryption, he can change the content of a message. But he can also change the message integrity part that is used to verify its content. Another flaw is an unprotected handshake, which leads to Man-in-The-Middle attacks that can possibly go undetected.

Group 3 example: Heartbleed attack. Heartbleed attack exploits the bug in the OpenSSL library [83]. The client sends a “heartbeat” message to the server, which contains data and data size. The server responds with the same data and the size of the data that was received from the client. The problem is that if a client sent the false data size (bigger than the real size), the server responds with the data received from the client + random data from server RAM to fill the response to the required size. That random data can be e.g. password or encryption keys.

We can safely conclude that using only cryptographic protocols is not enough. For additional protection, authentication should be used. There are two major approaches: cookies based and token based [84]. Most websites use a strategy that stores a cookie in the browser. After a user logs in, he receives a cookie with the session identifier, which is used in a later request to the server. Cookie based authentication is stateful. This means that a session must be kept both on a server and on a client. Token based authentication is similar to cookies, but the major difference is that token based authentication is stateless. The server does not keep a record of which users are logged in. Every request from a client to the server contains a token, which the server uses to verify the request.
Arguably, the most popular token-based authentication technology nowadays are JWT - JSON Web Tokens [85]. JWT are used for representing claims securely between two parties. Representation is in the form HEADER.DATA.SIGNATURE. The header describes the token type and encryption algorithm. Data is user data that is protected by JWT. Signature contains header and user data signed by the encryption algorithm, for example:

Header:
{
  "alg": "HS256",
  "typ": "JWT"
}

Data:
{
  "name": "Alan",
  "admin": true
}

Password: "secret" - without quotes

JWT is constructed in the following form:
HMACSHA256(
  base64UrlEncode(header) + "." +
  base64UrlEncode(payload),
  secret
).

The JWT token looks like this:
eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9.eyJ1c2VyX3NpZ25faWQiOiJmYW1haWwifQ.eyJpbmRlZiI6eyJ0eXBlIjoiRGF0ZSI6IkpXVCJ9.eyJ1c2VyX3NpZ25faWQiOiJmYW1haWwifQ.GA9s4VnS

In a later communication, JWT token is used in this way:
Authorization: Bearer eyJhbGciOiJIUzI1NiIsInR5cCI6IkpXVCJ9.eyJ1c2VyX3NpZ25faWQiOiJmYW1haWwifQ.eyJpbmRlZiI6eyJ0eXBlIjoiRGF0ZSI6IkpXVCJ9.eyJ1c2VyX3NpZ25faWQiOiJmYW1haWwifQ.GA9s4VnS

JWT token is generated on the backend after the successful login of a user. It is used in the Authorization header of each HTTP request, which goes from frontend to backend afterwards. When backend receives JWT token, it verifies it, extracts the user credentials and generates a response to the HTTP request. If TLS encryption is compromised, an attacker can inject or modify JWT data, but the attack will be unsuccessful because JWT token will not pass verification. It is a recommended practice to limit the lifetime of a JWT token, which is done using the “exp” field.

One additional layer of security can be implemented on a server, even before transmission of data. That layer is the storage of files in an encrypted form. By implementing the layer, security is increased a lot, because the only point left to attack is RAM. Encryption can be achieved in two ways, depending on the file systems that are used. On older file systems (eg. FAT, ext2, ext3), which do not support encryption, a file is run through some encryption software or library and then stored as a regular file. On newer file systems, it is necessary only to enable encryption
and then the files are encrypted on the fly before being stored. Most notable examples of the newest file systems are ZFS and APFS, which contain many other improvements in addition to file encryption [86]. The approach to use the newest file systems is the preferable method for encryption and it is very easy to implement, because server administrator just needs to create a file system that supports encryptions and enable it.

In the most recent times, exploit of hardware vulnerabilities are beginning to emerge. Most notable are Meltdown and Spectre [87]. These vulnerabilities are related to CPU parts that are responsible for speculative execution and caching (used for speeding up program execution), but they follow different routes. Meltdown is used to attack a kernel (the core of and operating systems) and Spectre is used to attack another user program. Meltdown is simpler and easier to protect from. The solution is to isolate the kernel and user program page tables. Spectre is more complex and more dangerous, because it can get confidential data from a program that doesn't have bugs. Spectre patches are complex and significantly slow down the performance of a CPU.

Data anonymization is important in medicine in order to avoid identification of patients to unauthorized users. As a part of data security for a biomedical signal analysis platform, the users should be made aware that, if possible, anonymized data only should be the one sent to the analysis process on the web platform. Such data, stripped of any possibility for patient identification, should be used to reach diagnosis or to model a disorder through the use of the platform. Since data anonymization procedures may be complex and are investigated in details in literature, they are considered beyond the scope of this work, but we nevertheless point the interested reader to some of the existing related work [88,89].

User roles are the usual mechanism used to prevent unauthorized user to access confidential data and to prevent damage to a database [90]. Administrator role does not have restrictions and a regular user is restricted to access data for which administrator grants access to him. It is also possible to define multiple levels of user roles, which grant access to more or less data. As an example, administrator of hospital EHR system can change everything: user data (user is a doctor), patient data, password, system information, etc. Superuser of hospital EHR system can change user data, patient data, and password, but cannot change system information. Regular user (doctor) can change only patient data and his own password.

3.2. Frontend Workflow Organization

Workflow organization of a frontend solution for complex signal analysis poses a problem because of many interconnected analysis steps and actions that are not directly related to signal analysis. There are several problems that must be solved: how to organize display, how to switch between steps of analysis, how to pause and continue analysis session, etc.

The MULTISAB frontend is built using Angular web framework [91]. The central concept of Angular is a component. A component consist of HTML, CSS and TypeScript (or JavaScript) code. The MULTISAB consists of a large number of components. Some components are unrelated to biomedical signal analysis (e.g. user login, main windows, change the password, used data editor), but most of them are. Navigation between components is done by using routes. An example of routes in MULTISAB frontend is shown in the following code segment:

```javascript
export const routes: Routes = [
  {path: "", redirectTo: "/login", pathMatch: "full"},
  {path: "login", component: UserLogin},
  {
    path: "panel", component: PanelComponent,
    children: [
```
Navigation is orchestrated by the main component, which is also responsible for the layout of components on the web page. Navigation between routes that are not related to biomedical signal analysis is not restricted, except for limitations imposed by user roles. For example, an ordinary user can only do signal analysis and change his password. Navigation between routes that are related to biomedical signal analysis is regulated by a finite state machine. This allows navigation to components that are related to current state and to action that a user wants to perform. For example, when a user creates new analysis, he is permitted only to close the analysis or to select the type of analysis. This is important in order to support the usual process of biomedical signal analysis, in which one usually moves forward, starting from a state in which the analysis goal is set and ending in the state where reporting the analysis results is performed. A transition between the states is resolved on the frontend and sent to the backend, which stores it in the database. The backend does not have any semantics regarding the states, except when it filters open and closed analysis sessions. We show all the possible state transitions in Table 1. For a selected state in a row, X represents the allowed state for transition (in a column).

### 3.3. Frontend and Backend Interactions

Because of data confidentiality, all communication in MULTISAB goes over a secure

<table>
<thead>
<tr>
<th>State</th>
<th>S1</th>
<th>S2</th>
<th>S3</th>
<th>S4</th>
<th>S5</th>
<th>S6</th>
<th>S7</th>
<th>S8</th>
<th>S9</th>
<th>S10</th>
<th>S11</th>
<th>S12</th>
</tr>
</thead>
<tbody>
<tr>
<td>S0</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S1</td>
<td></td>
<td></td>
<td></td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>S2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1. State transitions in MULTISAB frontend finite state machine. S0: Start state; S1: New analysis session; S2: Continue analysis session; S3: Close analysis session; S4: Select analysis type; S5: Scenario selection; S6: Input data selection; S7: Records inspection; S8: Records preprocessing; S9: Features extraction; S10: Features selection; S11: Model construction; S12: Reporting
connection. Contemporary HTTP/2 protocol was chosen for communication, because it supports TLS and many other features [92]. Although HTTP/2 does not require encryption, the majority of web browsers only support HTTP/2 over TLS. HTTP/2 has several strong points, of which the most prominent are that:

- It is binary protocol, so it is much faster to parse than the previous versions of protocol, which were textual.
- It is multiplexed, so it significantly reduces round trip times without any additional optimizations. In previous versions of the protocol, every request was followed by the response. In version 2 of the protocol, many requests can be sent at once followed by one (or more) responses.

After a successful login, backend generates a random number, which is used as authorization token, and sends it to the frontend. The token represents a session that is maintained on the backend. Frontend sends the token to the backend in every request. Backend verifies the token and, according to session data, determines if the user is logged in and if the user is allowed to access a resource, with respect to his role. Frontend often sends the request to the backend to refresh the token. If the token expires, backend automatically logs out the user for safety reasons.

All communication between the backend and the frontend is done over RESTful API. However, contrary to common practice of using GET, PUT, POST and DELETE HTTP requests, we have chosen to use only POST request. The consequence of that decision is that we need to use one element or URL path more than the usual approach. For example, for deletion of user data:

**Common practice:**

```
DELETE /api/users
{
  userid: 123456
}
```

**MULTISAB implementation:**

```
POST /api/users/delete-user
{
  userid: 123456
}
```
We consider that our approach is better, because API structure looks more uniform (although a bit more complex) and reduces the number of errors during programming, since we can copy-paste functions that create HTTP request and change only the URL. Although it is generally believed that RESTful architectural style should mirror CRUD (create, read, update, delete) to HTTP methods POST, GET, PUT and DELETE, according to the author of the RESTful protocol, this is not mandated [93].

3.4. Changes in Implementation Languages and Libraries

Programming languages evolve over time. Some changes improve performance, other simplify or improve syntax and thus make writing programs easier. Changes in programming languages, no matter how small, often break working programs. Changes in languages also cause changes in its libraries [94]. If a program uses more libraries, then there is a higher probability that it will not work correctly when a programming language change occurs. It is often necessary to create wrappers or workarounds for the libraries that cause problems due to language changes. These generally work only temporarily. For some changes, there is no easy solution and parts of a program must be rewritten. From our experience, changes occur faster in frontend technologies compared to backend technologies and it requires more time to modify a program and to ensure that security issues are not introduced.

On MULTISAB backend, we had an occasion where we had to modify several dozen lines of code, because Java 9 changed legal identifier names [95]. Apparently, Java 9 removed the symbol “_” (underscore) from the set of legal identifier names. That problem was easy to solve, because compiler issued an error for each occurrence of “_” as an identifier name, so we only had to follow the reported errors and rename the variables.

Additionally, Java 9 introduced the module system. We soon recognized the importance of the module system, because it adds an additional layer of security to the usual private / protected / public visibility scope. By using module system, it is possible to completely hide the classes that programmer does not want to export. For the exported classes, programmer continues to use the usual visibility scope. When we tried to implement the module system in MULTISAB backend, we ran into a problem, because some of the external libraries that we use had issues with the module system and stopped working. We had to revert our code to the previous version and wait for the libraries to be converted to Java 9.

On MULTISAB frontend, we also had issues with RxJs library a few times. The Angular library changes often (rarely causing a problem), but the RxJs library, which we use for reactive programming, changes somewhat slower. On several occasions, we had a problem with the inclusion of the RxJs operators. The initial strategy was to wait several days for RxJs to resolve problems. The strategy was soon abandoned, because we wasted time waiting. Therefore, we decided to create a workaround for each problem as a temporary solution. When the next version of RxJs solved some problems, the workarounds were removed.

Not all changes are negative or require a lot of work. For instance, when Angular introduced HttpClient service as a replacement for the old Http service, we saw that as an opportunity to simplify our program. HttpClient response returns JSON object by default, so it became unnecessary to explicitly parse textual response. Changes were trivial to implement and the end result was a smaller code base.

On the other hand, the use of contemporary frontend development frameworks such as Angular for developing the platform also poses a challenge. For example, in order to allow the upload of multiple files in the platform in an elegant, drag-and-drop manner, as shown in Fig. 2,
we needed to write our own component with a significant number of lines of code (as there was no readily available one), as is shown in the example:

```typescript
import {Component} from '@angular/core';
import {Observable} from 'rxjs';
import {AnalysisUrls} from '/services/url/AnalysisUrls';
import {PrintMessages} from '/services/PrintMessages';
import {Router} from '@angular/router';
import {HttpErrorResponse} from '@angular/common/http';
import {Language, LocaleService, TranslationService} from 'angular-l10n';

@Component({
  templateUrl: '/app/components/analysis/FileUploadComponent.html'
})
export class FileUploadComponent extends PrintMessages {
  @Language() lang: string;
  files: FileList;
  progress: Array<number> = [];

  constructor(private analysisUrls: AnalysisUrls, private router: Router, private locale: LocaleService, private translation: TranslationService) {
    super(translation);
  }

  fileChangeEvent(event: Event): void {
    this.files = (event.target.valueOf() as HTMLInputElement).files;
    if (this.files.length === 0) {
      this.progress = [];
    } else {
      this.progress = new Array<number>(this.files.length);
    }
  }

  dragHandler(event: DragEvent): void {
    event.stopPropagation();
    event.preventDefault();
  }

  dropHandler(event: DragEvent): void {
    event.stopPropagation();
    event.preventDefault();
    this.files = event.dataTransfer.files;
    if (this.files.length === 0) {
      this.progress = [];
    } else {
      this.progress = new Array<number>(this.files.length);
    }
  }

  submit(): void {
    for (let prog of this.progress) {
      prog = 0;
    }
    for (let i: number = 0; i < this.files.length; i++) {
      this.uploadFile(i);
    }
  }
}
```

We also need to write an HTML template for the component (FileUploadComponent.html). In this case, the code is not long and is given here in full:

```html
<p-growl [value]="msgs"></p-growl>
<div style="position: absolute; width: 450px; top: 10px; left: 10px;">
  <form>
    <div id="drop_zone" (drop)="dropHandler($event)"
      (dragenter)="dragHandler($event)"
      (dragover)="dragHandler($event)"
      (click)="inputFiles.click()"
      style="border: dashed 2px lightgray; border-radius: 20px; height: 125px; font-size: 20px; color: gray; width: 100%; display: table;">
      <span style="text-align: center; display: table-cell; vertical-
Hence, in our experience, there are significant challenges in keeping up with frontend development languages and technologies, which slows down the overall platform development. We suspect that fast language and libraries evolution, in particular related to frontend, may be one of the reasons for having such a small number of relevant online biomedical signal analysis platforms. Another reason may be because traditional biomedical signal analysis community needed not to concern much with frontend development technologies, and due to the complexity of its programming, the implementation of such a platform remained out of the community's reach.

3.5. Database Design

Changes in database inevitably lead to changes on the backend and likely to changes in the frontend. The opposite direction is true as well, changes in backend and frontend cause changes
in database. In the period of planning and implementation of a database, it is hard to predict all the possible use cases, and therefore the database design should evolve as implementation progresses, much as any other program. An important advice is not to try avoiding changes in database, because then, backend and frontend suffer. Changes done in one of the three segments (database, backend, or frontend) should trigger changes in the other two segments. Hence, it is necessary to have good code organization in all three segments.

In MULTISAB, we have only one central place for data prototypes in each of the three segments. In the database, we have the file “Database.ddl” that holds data definitions of the database tables. All changes in the file are propagated to database implementation. In the example, we provide the definition of a class Phase that is a part of implementation of our database.

```
CREATE TABLE Phase ( 
   Id   BIGINT NOT NULL, 
   Name VARCHAR(256) NOT NULL, 
   PRIMARY KEY (Id), 
   CHECK (LENGTH(TRIM(Name)) > 0), 
   UNIQUE (Name) 
);
```

On backend, we use Java Persistence API - JPA. This is a mechanism that maps Java classes to database tables by using annotations. JPA defines Java Persistence Query Language, which is a simplified version of SQL language and is adapted to the object oriented way of programming. Changes in the database reflect easily to backend. One only needs to change the variable definitions and annotations. In the example, we provide the definition of the class Phase in backend.

```
@Entity 
@Table(name = "PHASE")
public class Phase implements Serializable { 
   private static final long serialVersionUID = 1L; 
   @Id 
   @Basic(optional = false) 
   @Column(name = "ID") 
   private Long id; 
   @Basic(optional = false) 
   @Column(name = "NAME") 
   private String name;
   public Long getId() { return id; } 
   public void setId(Long id) { this.id = id; } 
   public String getName() { return name; } 
   public void setName(String name) { this.name = name; } 
}
```

On frontend, we keep the TypeScript class prototypes in services, which are responsible for their part of RESTful API (e.g. LoginService, SessionService). Changes in frontend are not 1:1 related to changes in databases. Instead, they are related to changes in the RESTful API.

To simplify documentation of MULTISAB RESTful API, we use OpenAPI. OpenAPI was originally known as the Swagger Specification. Description of a user RESTful API is contained in a YAML file [96]. For editing the YAML file, Swagger Editor tool can be used, while for viewing, Swagger UI tool is available [97]. Both Swagger Editor and Swagger UI translate YAML file to HTML and visually display users’ RESTful API, see our example in Fig. 3.

Our experience has shown that RESTful API should be edited first. Afterwards, backend and frontend can be programmed according to the changes, and database can also be changed if needed. If RESTful API needs to be changed due to changes in database, backend or frontend, we recommend to change the documentation first and then propagate the changes accordingly.
Thus, one can always have an up to date documentation and one can develop different parts of program independently, using documentation to synchronize.

In MULTISAB project development, we use a simplified approach, skipping the usage of the Swagger Editor. We first write backend code and annotate it with comments. In this case, we merge two steps into one - writing of documentation and implementation in the backend. Annotations in the code are transformed by the SpringFox library [98] into documentation. When backend is launched, documentation can be accessed over Swagger UI. The Swagger UI is packaged into the SpringFox so the end user just needs to visit the URL at http://localhost:8081/swagger-ui.html to view the documentation. As an example, we show the "closeSession()" function annotated with documentation comments. End result for the code can be seen in Fig. 3.

```java
@ApiOperation(value = "Zatvaranje sjednice", notes = "Zatvara sjednicu analize")
@ApiResponses(value = {
    @ApiResponse(code = 200, message = "Uspješno je zatvorena sjednica"),
    @ApiResponse(code = 401, message = "Korisniku nedostaju ovlasti za zatvaranje sjednice"),
    @ApiResponse(code = 500, message = "Dogodila se interna greška na poslužitelj")
})
synchronized ResponseEntity<Void> closeSession(@RequestParam long connectionToken) {
    Optional<UserData> data = loggedInUsers.findUserByToken(connectionToken);
    if (!data.isPresent()) {
        return new ResponseEntity<>(HttpStatus.UNAUTHORIZED);
    }
    if (closeSessionInternal(connectionToken, data.get())) {
        return new ResponseEntity<>(HttpStatus.OK);
    } else {
        return new ResponseEntity<>(HttpStatus.INTERNAL_SERVER_ERROR);
    }
}
```

In the beginning of the MULTISAB backend project, we wanted a solution that would be easily portable between different computers and that could be copy-pasted from a portable medium without installation. Therefore, we chose Java as the programming language. For the main development framework on backend, we chose Spring Boot, due to its high efficiency in creating web applications [99]. Database candidates were Apache Derby and H2 [100].
Apache Derby had an advantage of being a part of the Java distribution (Java DB). The main disadvantage was that it stores database files in many files and folders within the main folder. We wanted as few files as possible, so H2 database was chosen instead, because it stores all data in a single file. The disadvantage was that we had to pull the library from the separate repository. As we use Maven in our project, this disadvantage is insignificant, because Maven pulls H2 database library files as it also pulls other libraries that we use. H2 is a very compact DMBS (only 1.5 MB) and it lacks some features that larger DBMSs have. For example, it does not have a language for stored procedures and it does not support multi-threaded processing.

Our current database model may be found in Friganovic et al. [20]. The database is designed to support the workflow of the biomedical signal analysis platform. It is not designed to store signal records, but rather to contain user session data, including the scenario that is conducted through the platform, phase of the analysis in which the user is currently found (so that the continuation of the session that was last discontinued is possible), the preprocessing methods and the features that the user selected for the analysis. Also note that, aside from the analysis-related data, we only store user personal data. MULTISAB backend is not demanding regarding data storage, so H2 database is just enough for this purpose. This is because the files that contain biomedical signals, extracted feature vectors, models and reports are all stored in the server filesystem and only their names are stored in the database as a part of an analysis session. Although we may modify some parts of the database design in the future, it should be noted that

**Figure 3.** Screenshot of Swagger UI displaying part of MULTISAB RESTful API
the initial design that was proposed was found to be satisfactory thus far. We contend that such a
database solution is good enough for a web based biomedical signal analysis platform.

3.6. Integration of Existing Data Analysis and Reporting Libraries

When one is developing an online biomedical signal analysis platform that also includes machine
learning and data mining capabilities, one needs to consider two options: 1) development of
machine learning algorithms from scratch, and 2) integration of already existing data analysis
libraries. The decision between using the first or the second option is largely based on the
intended platform licensing and commercial preferences of the platform.

In MULTISAB platform, we opted to either integrate the existing data libraries licensed
under free and permissive Apache, MIT, BSD, and (somewhat less permissive) LGPL licences,
or to write our own code. In this way, we keep the option to develop a commercial version of the
platform if deemed needed. For some of the machine learning algorithms (e.g. neural network),
we integrate the Encog framework [101], licensed under Apache 2.0 license. We use the libsvm
library for support vector machines classifier [102]. This library is licensed under the modified
BSD license.

We wrote some of the machine learning algorithms from scratch, particularly those
pertaining to feature selection (e.g. symmetrical uncertainty, chi square, ReliefF), as we did not
find any implementation under permissive licenses. For reporting the results of the analysis
process (final statistics and evaluation measures results), we opted to use the JasperReports (JR)
library [103]. JR is licensed under LGPL, briefly meaning that in other to keep the possibility of
commercializing our platform, we can only use its API, not change its source code. The use of a
separate reporting library should be considered suitable for a web platform in the case of
biomedical signal analysis applications, as many different types of statistical results may be
obtained from the analysis scenario (e.g. for classification: class distribution, confusion matrix,
total classification accuracy, sensitivity, specificity, F1 measure, etc) [104]. Some of the results
may be presented in a form of table or a list of evaluation measures, while others may use pie
charts, histograms, etc.

Achieving a successful and uniform data connection between several different libraries and
our implementations is done through classes that adapt the data for particular API requirements
of certain libraries. As the platform is evolving, we expect to add more machine learning
algorithms in time, either through our own implementations or by integrating permissive licensed
implementations. We consider the approach we propose here reasonable and viable for similar
purpose online analysis software.

3.7. Workload Amelioration

In the backend planning phase for the MULTISAB project, we decided to separate it into two
parts. The first part is the core of the backend, which is responsible for database access, RESTful
API, and user rights management. The second part is a subproject called processing. Processing
implements all signal analysis algorithms, including machine learning, which are used in the
MULTISAB project. We made that decision, because we wanted to have better control over
intellectual property protection and to have the possibility to improve the performance of
algorithms without touching the core backend functionality.

We started with the implementation of algorithms in a sequential way. After that, we
conducted experiments with the OpenCL library. We did not use OpenCL directly, but over the
Aparapi library [105]. Aparapi translates native Java bytecode in OpenCL kernels dynamically at
runtime. We initially did synthetic benchmark tests on GPU and they looked promising. After that, we did the implementation of several concrete feature extraction algorithms in Aparapi. Results were far below the results achieved on synthetic tests. The conclusion was that the overhead of real-time compilation of Java bytecode to OpenCL kernels, as well as data transfer between CPU and GPU, took too much time. Another cause was that data analysis algorithms were either too simple, or if they were complex, too small amount of data was used to mask the latency of transfer to the GPU. We have also tried to use CPU as an OpenCL computing device, but the results were similar.

Finally, we made a decision to rely on the classical approach with Java threads. The parallelization procedure that we implemented for feature extraction step of the platform is, as follows:

- if there are multiple segments present in a signal, then these are resolved (all the features are extracted) in parallel,
- else if there are no multiple segments, but there are signals of the same type (e.g. EEG), then these are resolved (all the features are extracted) in parallel,
- if there are no multiple segments nor signals of the same type, but there are multiple patient files, then these are resolved (all the features are extracted) in parallel,
- lastly, if there is only a single file with a single signal of a particular type and a single segment, then it is treated as sequential and single threaded.

Currently, we use parallelization over primitive data arrays, however, in the future, we plan to use Java streams (introduced in Java 8). The concept of streams is simple; instead of viewing data as a collection (sets, maps), user sees data as a "stream of elements". A stream can be created from existing collections using functions "stream()" and "parallelStream()". By using "parallelStream()", elements are automatically parallelized. The user only needs to ensure that algorithms are suitable for parallel execution, which may be difficult in signal analysis.

Another optimization is possible and that is the usage of several computers. In the future, we will have to implement a kind of message passing interface to enable communication of the core of the backend with the processing instances running on several physical machines.

4. Requirements for Constructing a Biomedical Signal Analysis Web Platform

4.1. Hardware and Software Requirements

Architectural requirements for a web platform designed to perform biomedical signal analysis may vary depending on the amount of expected data processing and the analysis scenarios supported by the platform. For example, if one wants only to record some physiological signals in a home environment for a single (or a few) persons and provide a few health markers, which may be sent to a medical expert acting remotely for further (manual) evaluation, then such a system need not have significant hardware requirements. A usual personal computer or even a handheld device may suffice for the client side, provided that it works as a gateway to a remote server in a health institution [57,106]. In such a setting, a remote server is usually used for storing collected patient data for visual inspection by the medical professional and perhaps for a future, offline analysis.

However, supporting many users at the same time and performing complex analysis scenarios (as depicted in Fig. 1) may require more resources for a general and expandable solution. A typical minimum solution would include a single computer, acting as a server for data analysis with fast multi-core processor capabilities (4 or more logical cores), large hard drive and RAM capacities. The computer would need to have a web server installed to support the web application (e.g. Apache Tomcat), H2 or similar in-memory relational DBMS and would need to
provide software support for the whole web development technological stack in order to accommodate for potential software improvements, hence: 1) frontend technologies, such as HTML, CSS, Bootstrap, JavaScript/TypeScript, Angular or similar frontend development framework, and 2) backend technologies, such as Java 9, Spring Boot, and JPA (or related backend Microsoft, PHP, or Python technologies). Additionally, permissive license libraries used to cover the various steps in biomedical signal analysis would be a welcome, but not a necessary requirement for construction of the web platform, as some of the required methods may be efficiently implemented from scratch.

Any expansion of the proposed minimal solution would be primarily concerned with workload improvements, as we already elaborated in subchapter 3.7. Although we focused mostly on single-computer parallelism in our work, distributed backend processing, through the use of OpenMP [107] bindings or through service oriented architecture based on remote method invocation [108] should be considered.

A step further might be the integration of the web based biomedical signal analysis platform within a cloud infrastructure. Although some cloud based solutions for medical big data analysis were already proposed in the literature [109,110], we are only aware of one solution that deals in any way with biomedical signal analysis in such a setting [111]. Namely, this solution, called Cloudware, focuses on ECG preprocessing and visualization through the use of Hadoop big data technology in a cloud. Nevertheless, the Cloudware platform still lacks the complete complex analysis scenarios for several different types of biomedical signals that we proposed in the MULTISAB platform and which we depicted in Fig. 1, as it is primarily intended for better visualization capabilities of ECG recordings.

4.2. Other requirements

Designing use cases for the requirements of the web platform proved to be a difficult task in our case, due to the complexity of possible analysis scenarios. Nevertheless, the use of UML use case diagrams to specify possible user behavior in communication with the system proved to be a valuable asset in development of the platform [112]. Therefore, we would recommend the use of UML tools, especially in specifying platform requirements through the use of scenarios.

Development of the web analytical platform requires that the team members are well-versed in a variety of frontend, backend and database technologies, aside from an expertise in signal analysis. This is something not often encountered or required in practice, and this may be one of the reasons such a platform has not been proposed earlier. As we have elaborated in section 3.4, numerous challenges with implementation languages and libraries exist, especially in frontend technologies. A well-versed, competent team requirement might seem as a trivial requirement at first, but in our experience, and this is also corroborated by other researchers [113], it is very important that all of the research team members are at least good acquainted with all the aspects of the platform. Still, we also agree with the conclusions of the Software Sustainability Institute that state that it may be counterproductive to instill all the software development details to all team members, as some of them are better in, e.g. signal analysis than in frontend development [114].

5. Discussion and Conclusion

Designing a web platform intended for biomedical signal analysis is challenging, as we showed in this work. Indeed, there are many contributing factors to design and implementation complexity. In subchapter 3, we presented some of the most pervasive challenges that we encountered in
developing the MULTISAB platform. Not all the challenges were reported in detail here, though. For example, the issue of biomedical signal data itself is problematic, because analyzing multiple heterogeneous time series poses difficulties with respect to input data formats, feature extraction and parallelization. We reported progress on some of these issues in an earlier work [21] and we also plan additional publications to cover these issues in more detail.

We would like to stress out that one of the biggest problems in designing the web platform are the web development technologies, which are still mostly not standardized (apart from HTML) and are in continuous development. Thus, designing an offline biomedical signal analysis platform that would accommodate all the complex scenarios related to multiple heterogeneous signal analysis may be difficult, but designing the same platform for the web is even more difficult. We consider that the only other serious issue in web platform construction aside from the development technology is security. In biomedical applications, software safety and security need to be of the highest degree possible. As we have elaborated in this work, this issue has not been solved in a general sense. Although employing most recent security protocols, message encryption, and other advanced techniques should suffice in most cases [115], there are really no theoretical guarantees with the safety of web systems.

Integrating all of the technologies to have a working platform is something that we are currently working on. Despite the challenges explored in this chapter, we still consider that having such an integrated analysis platform would greatly benefit both researchers and medical professionals. Overcoming the challenges would allow distant access to platform with advanced diagnostical and analytical capabilities. In the future, we plan to investigate how the platform could be applied in medical practice, including:

- the modeling of body state, based on multiple patient records and signal types, e.g. for stress detection [116], pregnancy characterization [117], etc.,
- possible smooth integration with remote patient monitoring technologies to enable online analysis through its decision support capabilities [21],
- the integration with medical center computer infrastructure, in order to enable electronic health record information processing in the platform to achieve better medical diagnostics.
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Relating the chapter title with the scope and title of the book

Here, we consider the relation between the title of the book: "Medical Big Data and Internet of Medical Things: Advances, Challenges, and Applications" and its scope with the title of our proposed chapter: "Challenges in Designing Software Architectures for Web Based Biomedical Signal Analysis".

The first word of our chapter involves architectural design "Challenges", which is also mentioned in the title of the book. Next, the scope of the book in "Part A: IoT in Life Sciences" involves the topic "Medical Big Data Management Systems and Infrastructures". This is reflected in the title of our chapter, because we focus on "designing software architectures" in biomedical engineering, including big data applications.

Our chapter deals with telemedicine and health care based on web solutions in signal analysis that includes recommendations to researchers, and the scope of the book mentions under "Part B: Telemedicine and Health care" the topic "Recommender Systems and Decision Support Systems".

Although not explicitly mentioned in the title, the scope "Part C: Medical Big Data Mining and Processing" with the topic "Pattern Recognition, Features Extraction, Feature Reduction and Selection Techniques in Biomedical Applications" is greatly reflected in our title, as the whole topic forms part of the complex biomedical signal analysis scenario, namely, the extraction of features, its reduction and selection are all part of the signal analysis process. This is also shown and discussed in the text of the chapter.

In the scope "Part D: Case studies for Classification in Medical Problems", the topic "Privacy and Security Issues in Big Data" is mentioned, which is reflected in the design of software architecture that we discuss in detail in the manuscript and mention in the title of the chapter.

To conclude, apparently, the title of our chapter encompasses several parts of the scope of the book and thus we consider it suitable for publication in the current form.