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Abstract— Accidental falls in elderly is a major problem. 

This paper presents the preliminary results of a retrospective 

study investigating association between Heart Rate Variability 

(HRV) measures and risk of falling, analyzing 168 clinical 24- 

hour ECG recording from hypertensive patients, 47 of them 

experienced at least one fall in the three months before/after 

the registration. Several HRV patterns, based on 68 linear and 

non-linear HRV measures, were analyzed in relation to falls 

using advanced statistical and data mining methods.  

The results demonstrated that there is a significant associa-

tion between a depressed HRV and the risk of falling, suggest-

ing that a depressed HRV could be a new independent risk 

factor for falls with an odds ratio of 5.12 (CI 95% 1.42-18.41; 

p<0.01). 

Keywords— heart rate variability (HRV), accidental falls, 

fall risk factors, falls prediction, data mining. 

I. INTRODUCTION 

ALLS represent a major problem for modern societies 

given its burden and implication on quality of life and 

autonomy of elderly and their informal caretakers [1]. The 

mean and median costs for a fall are about 9,000 and 11,000 

euro [2]. Falls are caused by complex and dynamic interac-

tions between intrinsic (subject-based) and extrinsic (envi-

ronmental) factors [3]. Over 400 risk factors have been 

identified [4] and their prioritization remains unclear [5]. 

Moreover, the applicability, sensitivity and particularly, the 

specificity of subject-specific assessment of falls’ risks 

remain imprecise [6]. 

Recent systematic reviews investigated the independent 

capability of different technologies to prevent falls [7-11], 

highlighting their limits. For instance, false alarms’ rate is 

too high to maintain full attention of the nursing staff [7]. 

Moreover, the majority of these technologies have no other 

direct benefit for the elderly health problems (i.e. cardiovas-

cular disease), and may not be cost-effective and sustaina-

ble. Moreover, older people are used to be monitored for 

health issues, but are not willing to be monitored in order to 

eventually prevent ‘just’ a fall [12]. 

Differently, this study investigated association between 

Heart Rate Variability (HRV) and falls, as HRV is proved 

to be effective in monitoring other conditions that affect 

later life. This is a relevant consideration for falls preven-

tion, as the most frequent co-morbidities of patients hospi-

talized for a fall are cardiovascular diseases [2] that signifi-

cantly benefit from HRV monitoring. These include: 

hypertension (63%), coronary atrial fibrillation (30%), ar-

tery disease (25%), and congestive heart failure (20%). 

This paper presents the preliminary results of a retrospec-

tive study investigating the relationship between HRV pat-

terns and the risk of falling. The hypothesis that we ex-

plored in this study is that a reduced HRV complexity is 

associated with an increased risk of falling, because it re-

flects the deteriorating state of the Autonomous Nervous 

System (ANS). 

II. METHODS AND MATERIALS 

A. Study design 

According to conventions used for retrospective cross-

sectional studies, the following was assumed: HRV pattern 

corresponding to the rules identified with data mining 

methods was the “risk factor” under investigation; fallers 

were considered as “cases” and non-fallers as “controls”; 

patients with a HRV positive to these rules for at least the 

10% of the day (nominally 24 hours) where considered 

“exposed” to the risk factor under investigation.  

The current study analyzed clinical 24h ECG Holter re-

cordings of 168 hypertensive patients (72±8years, 60 fe-

male) and among them 47 subjects experienced a fall within 

the 3 months before or after the registration. The database 

was collected in the framework of the Smart Health and 

Artificial intelligence for Risk Estimation (SHARE) project 

and details about the database can be found elsewhere [13]. 

B. HRV processing 

The series of RR beat intervals were obtained from ECG 

recordings using an open-source software [14]. HRV was 
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analyzed concurrently in segments (excerpts) of 30 minutes, 

excluding the ones with less than 600 valid beats [15]. 

Standard linear HRV analysis, according to International 

Guidelines, was performed [16]. Additionally, nonlinear 

features were computed according to recent literature [17]. 

The HRV analysis was performed using open-source HRV 

software [18, 19]. 

Standard time-domain HRV measures were calculated: 

average of all RR intervals, standard deviation of all NN 

intervals (SDNN), squares of differences between adjacent 

NN intervals, number and percentage of differences be-

tween adjacent NN intervals that are longer than 50 ms 

(NN50 and pNN50, respectively), standard deviation of the 

averages of NN intervals in all 5-min segments, mean of the 

standard deviations of NN intervals in all 5-min segments, 

maximum of RR intervals (RRMAX), minimum of RR inter-

vals (RRMIN), median of RR intervals, HRV triangular in-

dex, i.e. the proportion of all accepted RR intervals to their 

modal measurement at a discrete scale of 1/128 s bins, tri-

angular interpolation of RR interval histogram, i.e. the base-

line width of the distribution measured as a base of a trian-

gle, approximating the NN interval distribution by using the 

minimum square difference. 

The frequency-domain HRV measures rely on the esti-

mation of power spectral density (PSD) computed, in this 

work, with three different methods: Welch periodogram, 

Auto-Regressive (AR) method and Lomb-Scargle periodo-

gram. For the Welch’s periodogram, the NN interval was 

first interpolated with cubic spline interpolation at 4 Hz. 

The interpolated series was then divided into overlapping 

segments of length 256 points and each segment was Ham-

ming windowed. The overlap was chosen to be 128 points. 

AR model order was 16. The generalized frequency bands 

in case of short-term HRV recordings are the very low fre-

quency (VLF, 0-0.04 Hz), low frequency (LF, 0.04-0.15 

Hz), and high frequency (HF, 0.15-0.4 Hz). The frequency-

domain measures extracted from the PSD estimate for each 

frequency band include absolute and relative powers of 

VLF, LF, and HF bands, LF and HF band powers in nor-

malized units, the LF/HF power ratio, and peak frequencies 

for each band. Further, in the paper, we will refer to Welch-

based, AR-based and the Lomb-Scargle-based measures by 

using the subscript WE, AR and LS, respectively. For in-

stance, TPWE refers to the estimation of the total power 

computed by using the Welch periodgram, while LFLS refers 

to LF computed by using the Lomb-Scargle periodogram. 

Nonlinear properties of HRV were analysed by the fol-

lowing methods: Poincaré Plot [20], Approximate Entropy 

[21], Correlation Dimension [22], Detrended Fluctuation 

Analysis [23], and Recurrence Plot [24]. The Poincaré Plot 

estimates the correlation between successive RR intervals 

[25]. Approximate entropy measures the complexity or 

irregularity of the RR series [21] as described in [26, 27], 

with the values of parameters r and m, respectively 2 and 

20% of SDNN, chosen according to [28]. The correlation 

dimension measures the complexity used for the HRV time 

series [22], with a parameter m=10 as described in [28]. 

Detrended Fluctuation Analysis, which measures the 

correlation within the signal, by two parameters: short-term 

fluctuations (α1) and long-term fluctuations (α2) [23]. Re-

currence Plot (RP), which measures the complexity of a 

time-series, with the values of parameters chosen according 

to [29, 28]. The following measures of RP were computed: 

recurrence rate (REC); maximal length of lines (LMAX); 

mean length of lines (LMEAN); the determinism (DET); the 

Shannon Entropy (ShanEn). 

C. Statistics and data mining methods 

Differences between HRV features of fallers and non-

fallers subjects were assessed by repeated measure regres-

sion model estimated using Generalized Estimating 

Equaions (GEE) [30].  

Two well-known and complementary approaches of data 

mining were used: divide-and-conquer decision tree algo-

rithms such as C4.5, CART [31], or M5P and covering rule 

induction algorithms such as RIPPER [32] or PART. Par-

ticularly, a combination of Naïve Bayes [33], lift chart and 

the C4.5 [34], CART [31], or RIPPER [32] methods was 

employed, using the Weka platform for knowledge discov-

ery [35]. C4.5 is the landmark decision tree algorithm de-

veloped by [34]. Binary splits at internal nodes are made for 

numerical features, while multi-way splits are done for the 

categorical ones. All of the features are considered for splits 

in each node of the tree and a gain ratio is used for evaluat-

ing the contribution of each feature. CART is a decision tree 

algorithm developed by [31]. There are some differences 

between CART and C4.5, when CART is used for classifi-

cation, including the criterion used for branching in internal 

nodes and the type of pruning. CART uses the Gini index as 

impurity measure for determining the split at the internal 

node. The CART method also uses cost-complexity based 

sub-tree post-pruning, which is more conservative than 

empirically based sub-tree replacement and raising of C4.5 

and leads to construction of smaller trees. The idea is to first 

prune those sub-trees that, relative to their size, lead to the 

smallest increase in error on the training data. The pruning 

is usually performed by an internal cross-validation proce-

dure. The RIPPER (Repeated Incremental Pruning to Pro-

duce Error Reduction) algorithm splits the training set into 

two distinctive sets: a growing set and a pruning set. On the 

growing set, it greedily constructs rules with perfect cover-

age. A Naïve Bayes (NB) classifier is used to obtain a prob-

abilistic model of the dataset with respect to the health event 
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investigated in this study. It outputs posterior probabilities 

as a result of the classification procedure. Excerpts were 

ranked according to posterior Bayesian probability for fall-

ing. Highest 10%, 20% and 30% excerpts were then ana-

lyzed by C4.5, CART and RIPPER.   

All of the classifiers were evaluated by 10-fold cross-

validation on the whole dataset. The minimum number of 

instances in leaf nodes (or minimum rule coverage) was 

varied for C4.5, CART, and RIPPER in order to obtain 

relevant rules. The rules can be read from the C4.5 and 

CART tree classifier structure once the tree is built.  

III. RESULTS 

The GEE statistical analysis revealed that the following 

10 HRV measures changes significantly (p<0.01) in fallers:  

1. RRMIN, LMAX, LMEAN, ShanEn increased; 

2. VLFWE, TP WE , LFLS, RPLS, DIV, DET decreased. 

The data mining methods revealed several risk factors  

for fallers. The most accurate rule was: α2 ≤ 0.947 and 

pNN50 ≤ 26.7 and RRMAX ≥ 2265.6. This pattern was found 

in 132 excerpts out of which 94 were from fallers, therefore 

with an accuracy of 71% among excerpts. The odds ratio 

(OR) of falling being positive to this pattern was significant: 

OR=5.12 (CI 95% 1.42-18.41; p<0.01). 

IV. DISCUSSION 

The retrospective cross-sectional study presented in this 

paper investigated the odds ratio of falling among those 

subjects having an abnormal HRV pattern. The results 

demonstrated that there is a significant association between 

a depressed HRV pattern and risk of falling in hypotensive 

patients. In fact, both the statistical analysis and the data 

mining methods highlighted that features extracted with 

linear and nonlinear methods, indicate consistently a recur-

rent depressed HRV in fallers. In fact, a consistently de-

pressed PSD is recurrent in fallers and nonlinear features 

(e.g. LMAX) exhibited a significant increase, indicating a less 

‘chaotic’ behavior of HRV in fallers. These results suggest 

that fallers may present an abnormal HRV compared to 

non-fallers.To the best of authors' knowledge, only another 

retrospective study [39] investigated the relation between 

HRV and falls, finding no significant differences in HRV 

between the two groups. However, the authors [39] adopted 

only standard linear methods to investigate HRV, such as 

SDNN, RMSSD, pNN50, which did not show statistical 

differences also in the current study. Regarding the frequen-

cy domain measures, Isik et al. [39] did not provide infor-

mation about the PSD methods, while the current study 

compared three different methods to estimate PSD, report-

ing that the Welch and Lomb-Scargle periodgram provided 

more significant information compared to AR methods, 

which is consistent with previous studies [40]. Moreover, 

our findings reinforce the importance of nonlinear analysis 

of HRV, which has been shown to improve the discrimina-

tion power between different patho-physiological conditions 

[27, 41]. Finally, the comparison of our method  based on 

HRV with functional mobility tests [37] and computer-

based tests [38] to discriminate between fallers and non-

fallers, reported in Table 1, showed higher OR and/or rela-

tive risk values of our method.  

Table 1 Comparison with other tests for fallers’ identification 

Test 
Odds ratio 

(95% CI) 

Relative risk 

(95% CI) 

Sit-to-stand once [37] - 1.3 (0.8, 2.1) 

Sit-to-stand five times [37] - 2.0 (1.3, 3.0) 

Pick-up-weight test [37] - 1.5 (0.8, 2.6) 

Half-turn test [37] - 1.3 (0.8, 2.0) 

Alternate-step test [37] - 2.3 (1.4, 3.5) 

Six-metre walk [37] - 1.8 (1.2, 2.6) 

Stair ascent [37] - 1.4 (1.0, 2.1) 

Stair descent [37] - 1.7 (1.2, 2.6) 

Stroop Stepping Test [38] 1.7 (1.2, 2.3) - 

Abnormal HRV 5.1 (1.4, 18.4) 2.5 (1.5, 4.2) 
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