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#### Abstract

Dispatching rules (DRs), which are simple constructive methods that incrementally build the schedule, represent the most popular method for solving dynamic scheduling problems. These DRs were usually designed for optimising a single criterion and work poorly when solving multi-objective (MO) problems. Therefore, in recent years, we have seen an increase of research dealing with automated design of DRs using genetic programming (GP), which has enabled the application of several evolutionary MO optimisation methods to create DRs for MO problems. However, for each considered MO problem new DRs need to be evolved, which can be computationally expensive. Motivated by this, we propose a novel methodology to combine existing DRs evolved for optimising individual criteria into ensembles appropriate for optimising multiple criteria simultaneously. For this purpose, we adapt the existing simple ensemble construction (SEC) method to construct ensembles of DRs for optimising MO problems. The method is evaluated on several MO scheduling problems and


[^0]compared with DRs evolved by NSGA-II and NSGA-III. The obtained results show that for most problems the proposed method constructed ensembles that significantly outperform DRs developed with standard MO algorithms. Furthermore, we propose the application of evolved MO rules on problems with a smaller number of criteria and demonstrate that with such a strategy similar or better performance is achieved compared to evolving DRs for such problems directly, which demonstrates the reusability and generalisation potential of the evolved DRs.
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## 1. Introduction

Scheduling is an important decision making process in which a set of jobs is allocated to a limited number of machines for execution [1]. Scheduling problems appear in many real-world situations, like multiprocessor scheduling [2], equip5 ment scheduling [3], manufacturing [4], or power scheduling [5, 6]. Since most scheduling problems of interest are NP-hard, they have been often solved using various metaheuristic methods [7, such as genetic algorithms [8], ant colony optimisation [9, 10], simulated annealing [11, 12], differential evolution [13], and a variety of local search based methods [14, 15, 16], among many others. However, metaheuristics can only be applied for solving static scheduling problems, in which all the information about the problem is known beforehand. Since many real-world problems are dynamic, meaning that not all information about the problem is known beforehand, metaheuristic methods cannot be usually applied for solving them. As a consequence, many simple constructive heuristics 15 have been proposed for solving such problems [17.

In the context of scheduling problems, these simple constructive heuristics are called dispatching rules (DRs) 1]. In order to be applicable for dynamic environments, DRs perform only the next scheduling decision, and usually do not schedule jobs in advance, but only when a certain machine becomes free.

However, certain limitations and issues are associated with DRs. Efficient DRs are difficult to design, even when considering simple single objective problems. Furthermore, due to their myopic view on the problem, their performance is limited.

In order to address the previous issues, the automated development of DRs 25 has garnered the attention of numerous researchers [18, 19]. In that regard, a lot of studies focused on applying various hyper-heuristic methods to automatically design DRs for different scheduling problems. Out of the numerous methods that were applied for automated design of DRs, genetic programming (GP) [20] profiled itself as the dominant hyper-heuristic method for that purpose. Using GP, DRs can be created faster without a long trial and error process, but also for various scheduling problem variants [21, 22, 23, 24, 25].

Currently, one important research area is multi-objective (MO) optimisation, since MO problems appear in many areas, such as energy saving [26], industrial design [27], scheduling [28], nuclear engineering [29] and engineering in general 30]. Although over the years many methods were proposed for solving MO problems [31, 32], many issues and research directions still remain, such as improving performance, reducing computational complexity, handling premature convergence, and others [33]. As a result, MO optimisation is also a highly investigated topic in the unrelated machines environment [34. Currently, there is a lack of manually designed DRs for such problems [34, which is expected as they are difficult to design. This can be resolved using GP coupled with various MO algorithms like NSGA-II or NSGA-III to evolve DRs, which in several occasions demonstrated to achieve very good performance [22, 35]. However, this can be time consuming since the evolutionary process needs to be executed for each new criteria combination. This motivates us to raise the question of whether it would be possible to avoid the evolutionary process in its entirety, assuming that rules for optimising single-objective (SO) problems already exist. One such possibility would be to combine existing rules to perform scheduling decisions collectively, but in a way that they do not optimise only a single criteria, but rather several criteria simultaneously. This idea is inspired by the application of
ensemble learning for various SO scheduling problems, for which it was already shown that DRs can be used collectively to further improve their performance [36, 37.

In this paper, we investigate the possibility of creating ensembles specialised 55 for solving MO optimisation scheduling problems using DRs that were evolved only for optimising a single criterion. For that purpose, we apply existing methods for constructing ensembles out of existing DRs like the SEC method 37, and also a new GA adapted for creating ensembles of DRs. The proposed methodology is then applied for constructing ensembles of DRs for MO optimisation in the context of the unrelated machines environment. The method is compared to MO DRs evolved by standard MO algorithms like NSGA-II and NSGA-III, to evaluate its performance. We further perform several additional analyses on the results to gain a better understanding of the proposed methodology, and the possibility of reusing rules and ensembles evolved for one MO problem on other ${ }_{65}$ larger or smaller MO problems. Thus, the core contributions of this paper can be summarised as follows:

1. A novel methodology of applying DRs evolved for a single objective for MO optimisation by combining them into ensembles.
2. Adaptation of the Simple Ensemble Combination (SEC), NSGA-II and NSGA-III methods to construct ensembles of DRs for MO problems.
3. Strategy to reuse evolved Pareto sets of ensembles and rules for optimising other MO problems with a larger or smaller number of criteria.

The rest of the paper is organised as follows. The literature review is given in Section 2 The unrelated machines scheduling environment is described in 75 Section 3. The proposed procedure of constructing MO ensembles out of DRs evolved for individual criteria is described in Section 4. Section 5 describes the experimental setup, whereas Section 6 outlines the obtained results. A further analysis of the proposed method and the obtained results is provided in Section 7, whereas Section 8 gives a short summary of the main findings and so provides a brief discussion on them. Finally, the conclusion and directions for
future work are outlined in Section 9 .

## 2. Literature Review

In order to design novel heuristics, numerous hyper-heuristic methods have been applied over the years [38]. One of the most popular hyper-heuristic methods is genetic programming (GP), which has been applied to generate heuristics for a wide range of problems, including scheduling [18], vehicle routing problems [39], travelling salesman problem [40], and capacitated arc routing [41]. This is especially true in the context of scheduling problems, where GP has been widely used to automatically generate new DRs for various problem variants that include the single machine problem [24], unrelated machines scheduling problem [21], job shop 42, and resource constrained scheduling problem [25, 43]. Recent years saw many new research directions being explored in the area of automated design of DRs, some of which include: application of surrogate models 44, feature selection 45], local search [46, multitask GP [47], and many others [48, 49].

As this study is focused on tackling MO problems using ensemble learning methods in the context of hyper-heuristics, the rest of the section provides a detailed review of literature dealing with the automated design of MO rules and creating ensembles of DRs.

### 2.1. Automated design of $M O$ DRs

The first study dealing with MO optimisation in the context of automated DR design was done by Nguyen et al. [22], in which the authors optimised five objectives simultaneously. The authors applied the HaD-MOEA algorithm to obtain Pareto fronts of DRs for the considered problem, and compared the obtained rules to several manually designed DRs to illustrate their performance. This initial study showed that MO algorithms can effectively be coupled with GP to automatically design DRs for optimising multiple objectives simultaneously. In [50], the authors extended the previous study by employing a local search operator during the evolutionary process. This small addition to the algorithm
led to improved quality of the evolved MO DRs. The previous studies were extended in 51 by considering two problems in which 4 and 5 criteria need to be optimised simultaneously. The authors employed several popular MO algorithms, such as SPEA2, NSGA-II, and NSGA-III to evolve MO DRs, and the results show that the best Pareto fronts were obtained using NSGA-III.

Several MO problems in which between 3 and 9 criteria were optimised using 4 MO algorithms were considered in 35. The main focus of this study was to investigate different MO problems and examine whether for these problems it is possible to evolve DRs that perform better than existing (manually designed) DRs. The results indicated that the evolved rules were again better than the manually designed ones, especially for problems with fewer criteria. However, as the number of criteria that were optimised simultaneously increased, it also became more difficult for MO algorithms to obtain rules that performed better than manually designed rules across all criteria. In [52] and 53] the authors considered MO problems consisting of several flowtime related criteria and showed the effectiveness of NSGA-II for solving them. A Pareto local search method was coupled to GP to automatically design new DRs in 54] and 55]. The authors minimised four objectives simultaneously, and showed that the method based on Pareto local search performs better than GP coupled with standard MO methods like NSGA-III.

### 2.2. Ensembles of DRs

The methods for creating ensembles of DRs can be categorised as methods that generate the rules that will be contained in the ensembles, and those which use an existing set of pre-evolved rules to construct ensembles. Both types of methods have been investigated in the literature, and have been found to achieve better performance than individual DRs.

The first study dealing with the design of ensembles was that of Park et al. [36], in which the authors proposed a cooperative coevolutionary method to design ensembles of DRs. In the proposed method the population was divided into several sub-populations, and each sub-population was tasked with
the evolution of a single rule contained in the ensemble. As such, this method immediately evolved the rules that would be contained in the ensemble. Each rule was evolved independently and only interacted with rules from other subpopulations when it was required to evaluate it. During the evaluation, the rules were combined into ensembles that used a simple vote mechanism between the rules to determine the next scheduling decision. The experiments showed that the evolved ensembles achieved better results than individual DRs. This research was further extended in [56] by applying a multilevel GP. In this method, the evolutionary process at each generation is divided into two phases: the first in which groups of rules are evolved, and the second in which the individual rules are evolved. The results show that the multilevel GP method does not outperform the cooperative coevolution method from [36]. However, it can construct ensembles significantly faster.

A novel ensemble learning method called NELLI-GP was applied in 57 for the evolution of ensembles. The goal of this method is to evolve individual DRs that are specialised for solving a subset of problem instances, and are then combined into ensembles. The rules contained in the ensemble are applied individually in a cyclic manner to construct the solution of a problem instance by applying each rule to perform a single scheduling decision. With this strategy the authors outperformed previous results from [36]. The authors also investigated various aspects of their method, demonstrating that the best results were obtained if larger ensembles (consisting of more than 60 rules) of DRs are constructed. This can naturally lead to ensembles and rules that are more difficult to interpret and slower to execute than smaller ones.

The way in which the rules in the ensemble are combined to reach a common decision represents an important design decision. Therefore, in [58 the authors performed an in-depth analysis of four methods for aggregating the individual decisions of rules into a single one: sum, vote, weighted sum, and weighted vote. The authors used the ensemble generation method proposed in 36] and combined it with the four ensemble combination methods. Their experimental results showed that the weighted combination methods (weighted sum and
contained in the ensemble were used independently from each other, meaning that their decisions were not aggregated into a single one. Instead, each rule was used to individually solve the considered problem instance, and then the best solution was selected. As such, the problem can actually be formulated as finding the minimal set of rules which will perform well on as many problem instances as possible. The reason why it was possible to use this strategy is because
the problem under consideration was static. However, due to certain intrinsic properties of the problem it still had to be solved in a short amount of time. This type of ensemble was further studied in [61], where they were compared to ensembles constructed out of the manually designed ATC rule. The results of this study show that constructing ensembles from existing manually designed rules is not efficient, and that automatically designed DRs are better suited for that purpose. Furthermore, in 62 the authors applied different methods to construct such ensembles. The methods ranged from a simple greedy method, to a more sophisticated memetic algorithm, which achieved the best overall than ensembles using the standard vote and sum combination methods.

To the best of the authors' knowledge, the only study which has investigated the application of ensembles for MO problems is 64. In this study, SEC was applied to construct ensembles out of existing MO DRs evolved by different MO algorithms, to further improve their performance. As such, this study already shows that ensembles can be applied in the context of MO optimisation, although the study considered only a single problem, and no detailed investigation was performed. However, the main difference between 64] and this study lies in the fact that in this study we do not wish to evolve new MO DRs, but rather reutilise existing SO rules for MO optimisation by combining them into ensembles. Thus, in this study we propose a methodology that should serve as an alternative to evolving MO rules, whereas in [64 the ensembles are used to further improve the performance of evolved MO DRs.

## 3. Definition of the unrelated machines scheduling problem

The unrelated parallel machines environment is the most general single stage scheduling environment, in which each job needs to be processed only on a single machine before it is completed [1]. The main difference between this and other parallel machines environments (uniform and identical) is that in the unrelated machines environment a processing time is associated with each job-machine pair. These processing times usually have no relation with each other, such that one machine always executes jobs faster than another machine or a similar one. As such, this environment is more difficult to solve as no relations between jobs or machines can be extracted.

Formally, a problem in the unrelated machines scheduling environment consists of a finite number of jobs $n$ and machines $m$. For each job $j$, a machine $i$ that will execute that job needs to be selected. Each job can be assigned only to a single machine, and each machine can execute only a single job at any given moment in time. It is assumed that each job can be processed by each machine. After a job starts executing on a machine, it must be completed, i.e. it is not allowed to interrupt the execution of the job (no preemption is allowed). Each job $j$ has several properties associated with it, such as:

- Processing time $p_{i j}$ - the time required to process job $j$ on machine $i$.
- Release time $r_{j}$ - the time when job $j$ is released in the system and can be scheduled.
- Due date $d_{j}$ - the time until which job $j$ should be executed or otherwise a certain penalty is invoked.
- Weight $w_{j}$ - the importance of job $j$.

After the schedule is constructed, the completion time $C_{j}$ can be calculated for each job $j$. Based on the previous properties, it is possible to define numerous scheduling criteria, from which the following will be considered in this study:

- $C_{m a x}$ - maximum completion time of all jobs: $C_{\max }=\max _{j}\left(C_{j}\right)$,
- $F t$ - total flowtime: $F t=\sum_{j} F_{j}$, where $F_{j}=C_{j}-r_{j}$
- Mus - machine usability: $M_{u t}=\max _{i}\left(\frac{P_{i}}{C_{\max }}\right)-\min _{i}\left(\frac{P_{i}}{C_{\text {max }}}\right)$, where $P_{i}$ is defined as the sum of processing times of all jobs which were executed on the machine with index $i$,
- Nwt - weighted number of tardy jobs: $N w t=\sum_{j} w_{j} U_{j}$, where $U_{j}=$ $\left\{\begin{array}{l}1: T_{j}>0 \\ 0: T_{j}=0\end{array}\right.$, and $T_{j}=\max \left(C_{j}-d_{j}, 0\right)$
- Twt - total weighted tardiness: $T w t=\sum_{j} w_{j} T_{j}$.

The reason why the $C_{\max }, F t, N w t$, and $T w t$ criteria were selected is since they are the most commonly considered criteria in the scheduling literature, both in SO and MO optimisation [64]. However, all those criteria are not largely conflicting, since by optimising each one of them the others will also be optimised to a certain extent. Therefore, the Mus criterion, which is used to distribute the load across the machines, is also included, since it demonstrated to be conflicting with the others to a much greater extent [35].

Based on the previous criteria, 8 MO scheduling problems will be considered in this study to evaluate the proposed method. The problems will be denoted using the standard $\alpha|\beta| \gamma$ classification scheme for scheduling problems [1]. In this notation, $\alpha$ denotes the considered machine environment (in this case denoted as $R$ ), $\beta$ are the additional constraints included in the scheduling problem (in this case, the problem includes release times denoted as $r_{j}$ ), and $\gamma$ is the set of optimised criteria (a combination of the five previously outlined scheduling criteria). The problems considered in this study are:

- $R\left|r_{j}\right| C_{m a x}, T w t$
- $R\left|r_{j}\right| C_{\max }, M u s$
- $R\left|r_{j}\right| F t, T w t$
- $R\left|r_{j}\right| C_{\max }, F t, T w t$
- $R\left|r_{j}\right| C_{m a x}, N w t, T w t$
- $R\left|r_{j}\right| C_{\text {max }}, F t, M u s, T w t$
- $R\left|r_{j}\right| C_{m a x}, F t, N w t, T w t$
- $R\left|r_{j}\right| C_{\text {max }}, F t, M u s, N w t, T w t$

The reason why these MO problems were selected is to analyse the performance of the algorithms given different compositions of the problem they need to optimise, but also to analyse their performance on problem with various sizes. Therefore, the problems were constructed either to include the Mus criterion to determine how the method performs given that a highly conflicting criterion is included, or to exclude the criterion to analyse how the method performs on problems consisting only out of standard scheduling criteria. Furthermore, several of these MO problems were already considered in the literature in other studies 64.

The previously described scheduling problem is considered under dynamic conditions. This means that jobs are released into the system during its execution, as defined by their release times. However, no information about the job (not even its release time) is known before the job becomes available. Therefore, during the construction of the schedule it is not known when the next job would be released nor what its properties would be. Thus, it is not possible to create the entire schedule in advance, but rather it has to be constructed in parallel with the execution of the system. This makes DRs the most appropriate choice for solving such a problem.

## 4. Constructing ensembles of DRs for MO problems

This section provides the outline of the method for designing MO ensembles out of DRs evolved for optimising individual criteria. The first part of the section will describe how the individual rules are generated using GP, whereas the second part of the section outlines how they are combined into ensembles.

### 4.1. Designing DRs with GP

 scheduling the selected job on the corresponding machine.From the previous description it is clear that the PF plays a vital role in the construction of the schedule. Many PFs were already designed manually for various criteria [17], however, the PFs used are usually quite simple and they perform decisions only based on a limited view of the problem. Therefore, the idea behind the automated design of DRs is to use a hyper-heuristic method to generate an adequate PF for the considered problem variant. Even though there are numerous hyper-heuristic methods proposed in the literature, this study uses genetic programming (GP) to design new PFs. GP is selected since

```
Algorithm 1 SGS used by generated DRs
    while true do
        Wait until at least one job and machine are available
        for all available jobs \(j\) and each machine \(i\) in \(m\) do
            Calculate the priority \(\pi_{i j}\) of scheduling \(j\) on machine \(i\)
        end for
        for all available jobs do
            Determine the machine with the best \(\pi_{i j}\) value
        end for
        while jobs whose best machine is available exist do
            Determine the best priority of all such jobs
            Schedule the job with best priority
        end while
    end while
```

it is the most commonly applied method in the literature for designing DRs [18], but also since it demonstrated to perform equally well as other alternative methods like artificial neural networks 65], or evolutionary computation methods like Cartesian GP or gene expression programming [66]. Since the PF is basically just an arithmetic expression, it may be encoded as an expression tree. Thus, GP is tasked with obtaining an appropriate expression for calculating priorities at different scheduling decisions. For that purpose, it is required to define the building blocks that will be used by GP when evolving new PFs. This set, denoted as the primitive set, consists out of various mathematical functions and terminal symbols. For function nodes, simple mathematical operators are used to construct the PF, such as addition, subtraction, multiplication, protected division (returns 1 when division by zero occurs), and the positive operator, which is a unary operator that returns the value of the argument if it is positive; otherwise, it returns zero. On the other hand, the set of terminal nodes is given in Table 1 These nodes represent various information about the system based on which the PF can efficiently rank the importance of individual scheduling deci-

Table 1: The set of terminal nodes used by GP to evolve PFs

| Terminal | Description |
| :---: | :---: |
| $p t$ | processing time of job $j$ on machine $i$ |
| $p m i n$ | minimal processing time $(\mathrm{MPT})$ of job $j$ |
| pavg | average processing time of job $j$ across all machines |
| $P A T$ | time until machine with the MPT for job $j$ becomes available |
| $M R$ | time until machine $i$ becomes available |
| $a g e$ | time which job $j$ spent in the system |
| $d d$ | time until which job $j$ has to finish with its execution |
| $w$ | weight of job $j\left(w_{j}\right)$ |
| $S L$ | slack of job $j,-\max \left(d_{j}-p_{i j}-t, 0\right)$ |

sions. Both the function and terminal set were determined through exhaustive experiments [21].

The outline of the methodology used to generate new DRs for MO problems is given in Figure 1. For that purpose a MO metaheuristic, like NSGA-II or NSGA-III needs to be coupled with GP to evolve PFs for the given problem. This is done so that the MO algorithms simply use the expression tree representation of individuals and the corresponding crossover and mutation operators. Furthermore, the method also requires a training set, consisting of scheduling problem instances, on which it evaluates the quality the evolved individuals. After the evolution process finishes after reaching a certain termination criterion, the Pareto set of solutions is returned, which in this case represent individual PFs for the considered MO problems.

### 4.2. Constructing MO ensembles of DRs

As previously outlined, the main way in which DRs were evolved for solving MO problems was by using various MO algorithms in combination with GP to evolve such rules. For that sake, several MO algorithms have been successfully


Figure 1: Flowchart outlining the evolution of new DRs for MO problems
applied, and the MO rules they evolved showed a better performance than existing manually designed rules [22, 35]. In all cases, it was required that new DRs are evolved from scratch, and no existing rules that had been previously evolved and performed well, can be reused. However, previous research indicated that evolved rules can be efficiently reused by forming ensembles which achieve a better performance than the individual rules [59, 37, 60, 67. Based on these findings, we propose here a method based on ensemble learning to construct ensembles for MO problems out of DRs that were evolved for optimising individual criteria.

Since the task is to essentially construct an ensemble of DRs, four elements need to be defined to be able to construct ensembles:

1. The set of rules used to construct ensembles.
2. The size of the ensemble.
studies [58] two combination methods will be used: sum and vote. In both cases, at each scheduling decision all rules in the ensemble are evaluated. If the sum method is used, then the priorities obtained by all rules for each job-machine pair are added, and the job-machine pair with the highest aggregated priority is selected. In the case of the vote combination method, each rule casts a single vote for the job-machine pair for which it obtained the best priority values. The votes of all rules are then aggregated for each job-machine pair, and the one that received the highest number of votes is selected. In case of ties, the job that was released first is selected.

The final thing that needs to be specified is the method that will be used to construct the ensembles. For the purpose of constructing ensembles, the previously proposed SEC method [37] is adopted for MO problems. The idea of this method is that it constructs a number of $N$ ensembles by randomly sampling rules from a given set, which are then collected in an ensemble. In each iteration an ensemble is constructed and if it is better than the best one found until now, it is stored as the best one. Unfortunately, the original method is appropriate only for optimising single objective problems, and not for MO problems. However, this can be solved by introducing the notion of Pareto fronts and non-dominated sorting. Instead of storing only the current best solution in each iteration, all constructed ensembles are placed in a set upon which the non-dominated sort is performed at the end of the algorithm. Thus, all the obtained ensembles will be divided into several fronts based on the number of solutions that dominate them. The first front, i.e., the front of ensembles which are not dominated by any other ensemble, is then returned as the result of the SEC algorithm. This way, instead of providing only a single solution, the SEC method will provide a ${ }_{430}$ Pareto front of ensembles, and the appropriate ensemble can be selected by the user based on the trade-offs among different optimisation criteria.

Since finding good ensembles out of a given set of rules is basically an optimisation problem, we can also employ MO metaheuristics for that purpose. Therefore, we also apply the NSGA-II and NSGA-III algorithms, since they have shown a good performance in previous studies dealing with the design of DRs. In this case, the algorithms will use a simple integer chromosome with the size being equal to the size of the ensemble that needs to be constructed. The elements in the ensemble specify which rules are used to constitute the ensembles. A simple one-point crossover and flip-bit mutation (randomly changes) an element in the chromosome to a new value) are used during the evolutionary process. The above described genetic algorithm (GA) is quite simple. However, the purpose of the algorithm is to validate the performance of SEC in comparison to a GA that provides a certain guidance during the search. As SEC is already a very simple method, the goal was also to use a simple GA, although both meth- to search the solution space.

The methodology used to construct MO ensembles from individual DRs is outlined in Figure 2. In this example, ensembles of size 3 are designed, meaning they consist out of 3 DRs . The main difference between this procedure, and the one described in the previous subsection, is that now PFs do not need to be evolved, but rather existing PFs previously evolved for SO problems are used and given as an input to the optimisation algorithm to construct ensembles. Based on this set the algorithm constructs ensembles, which can be done either by using SEC that simply selects rules and constructs and ensemble out of them. Since the selection DRs to form the ensemble is in fact an optimisation problem, MO optimisation algorithms like NSGA-II and NSGA-III can also be applied. However, instead of using an expression tree representation, they use a simple integer based representation that denotes which DR are used to form the ensemble. Since ensembles of size 3 are constructed, this means that in this case each solution will be represented as an array of size 3 , where each element represents an index of one of the five previously evolved DRs. When the method terminates, it returns a Pareto set of integer arrays, which are decoded into ensembles using the set of evolved PFs and that are interpreted either by using the sum or vote combination method.

## 5. Experimental setup

In this section, we describe the setup of the experiments that were used to evaluate the performance of the proposed SEC method. The parameters considered for building ensembles are summarised in Table 2. The method was tested with three ensemble sizes of 3,5 , and 7 , as well as with the sum and vote combination method. To further investigate the influence of some parameters, two stopping conditions were tested as well: 1000 and 10000 ensemble evaluations. Finally, the influence of using different number of DRs for constructing ensembles was also analysed. In this case, three sizes were tested: 10, 30, and 50 rules

Figure 2: Flowchart outlining the evolution of ensembles of DRs for MO problems
per criterion. When selecting either 10 or 30 rules, they were sorted by their fitness on the training set, and the best 10 or 30 rules for each criterion were selected to be used for constructing ensembles. The DRs used to construct the ensembles were obtained in a previous study [35] with a standard GP algorithm, and the same set is used by all algorithms to construct ensembles.

To validate the effectiveness of SEC in constructing good ensembles, the ${ }_{480}$ NSGA-II and NSGA-III algorithms are also applied to generate ensembles of DRs. This means that both algorithms use an integer array representation of solutions, which denote the indices of DRs that are used to form the ensemble. The additional algorithm specific parameter values of these algorithms are outlined in Table 3, and were determined based on a preliminary set of experiments. The results of these algorithms will be denoted as E-NSGA-II and E-NSGA-III following sections, and are used to demonstrate that SEC can obtain Pareto fronts of solutions that are competitive to Pareto fronts of standard and more sophisticated evolutionary MO optimisation methods.

Finally, to have a better notion of how the constructed ensembles perform, they were compared against MO DRs evolved using NSGA-II and NSGA-III similar as done in [35]. The parameters used in these experiments are summarised in Table 4. Both algorithms used a population of 1000 individuals and 100000 function evaluations as the stopping criterion, whereas, for the mutation probability, NSGA-II used 0.1 while NSGA-III used 0.9. All these parameters were obtained through a preliminary tuning phase performed in a previous study 35. It should be outlined that the NSGA-II and NSGA-III algorithms use more function evaluations than the ensemble construction methods. Although the two fitness functions are not exactly comparable, as in one evaluation of an ensemble more computation is performed than in an evaluation of a single rule, the algorithms that evolve the MO rules still have a longer execution time. As this number of function evaluations was found to produce the best results in the preliminary analysis, and the algorithms still execute longer than the proposed methods, we opted to keep such a stopping conditions to execute them using the best conditions obtained for them.

Table 2: Parameter values used in the experiments to construct ensembles.

| Parameter name | Parameter values |
| :--- | :---: |
| Ensemble size | 3,5, and 7 |
| Combination method | Sum and vote |
| Size set of rules | 10,30, and 50 |
| Stopping condition | 1,000, and 10000 evaluations |

Table 3: Parameter values used by E-NSGA-II, and E-NSGA-III algorithms.

| Parameter name | Parameter value |
| :--- | :---: |
| Population size | 1000 |
| Mutation probability | E-NSGA-II |
|  | 0.1 |
| E-NSGA-III | 0.9 |
| Crossover operators | One point |
| Mutation operators | Simple |
| Stopping condition | 10000 evaluations |

Table 4: Parameter values used by NSGA-II and NSGA-III.

| Parameter name | Parameter value |
| :--- | :---: |
| Population size | 1000 |
| Mutation probability | NSGA-II $\quad 0.1$ |
| Crossover operators | NSGA-III 0.9 |
| Mutation operators | Subtree, hoist, node complement, |
| Stopping condition | node replacement, permutation, shrink |

In order to test the performance of the proposed methodology, a set of prob-
lem instances from previous studies is used [21]. This set is split into the training and the test set. The training set is used by SEC, E-NSGA-II, and E-NSGA-III to evolve ensembles, as well as by NSGA-II and NSGA-III to evolve DRs for optimising MO problems. Each of these methods returns a Pareto front of solutions, which either contains ensembles of DRs, or individual DRs. These Pareto fronts are then evaluated on the test set to obtain a notion of how the evolved rules and ensembles generalise well on unseen problem instances.

For comparing the Pareto fronts obtained by the different methods, we will use the hypervolume (HV) performance indicator. The reference point will be constructed using the worst values obtained across all the Pareto fronts obtained by each algorithm for the considered problem. Since each method was executed 30 times, the tables will outline the median value calculated based on the 30 HV values obtained for each execution. To test whether any statistical difference between the methods exists, the Kruskal Wallis test was used, followed by the post-hoc Dunn's test with the Bonferroni correction method. The differences in the result are considered significant if a $p$-value less than 0.05 is obtained.

## 6. Results

In this section, we denote the results obtained for the considered MO scheduling problems. The results are divided into subsections depending on the number of criteria that are optimised simultaneously.

### 6.1. Optimisation of two criteria

Table 5 outlines the results obtained for optimising the $R\left|r_{j}\right| C_{\text {max }}, T w t$ problem. The table outlines the median values of the HV obtained on the 30 executions for each experiment. Furthermore, each cell also outlines whether the results obtained by constructed ensembles are better than the results of MO DRs obtained by NSGA-II and NSGA-III. These results are denoted in brackets, in which the first element represents the result of the comparison with individual rules evolved by NSGA-II, whereas the second element represents the result of
the comparison with individual rules evolved by NSGA-III. These elements can
535 denoting that ensembles and MO DRs perform equally well, and -, denoting that the ensembles performed significantly worse than MO DRs.

The results show that by constructing the ensembles out of SO rules it is possible not only to match, but even outperform the results obtained by evolv540 ing MO DRs with NSGA-II or NSGA-III. In most cases, ensembles significantly outperformed MO rules, and in the remaining few cases they performed equally well. What is interesting to observe is that SEC is able to match the performance of NSGA-II and NSGA-III by using only 10 rules per criterion and 1000 function evaluations. As the number of rules and evaluations increases, the ensembles constructed by SEC significantly outperform MO DRs evolved by NSGA-II and NSGA-III. By comparing the results between SEC and the two GAs for constructing ensembles, we see that there is no clear winner, and that both methods perform quite similarly. This suggests that there is little added value in the genetic operators for this problem, and that simple random sampling is already powerful enough to obtain good ensembles. Finally, regarding the size of the ensemble and combination method, we see that there are very few differences, although it seems that the sum combination method did lead to slightly better results.

Table 5: Results using the HV performance indicator for the $R\left|r_{j}\right| C_{m a x}, T w t$ problem


The results for the $R\left|r_{j}\right| C_{\text {max }}$, Mus problem are summarised in Table 6
For this problem, we observe a completely different behaviour than for the previous problem. Namely, the proposed method barely manages to match the performance of NSGA-II and NSGA-III when using a smaller number of initial rules and a smaller number of iterations. As the number of rules and constructed ensembles increases, so does the HV of the obtained Pareto fronts, with no significant differences between SEC with NSGA-II and NSGA-III. It is interesting to note that using the sum combination usually leads to better results for ensembles, and that in most cases they achieve equally good results as MO rules. On the other hand, the vote combination method usually resulted in ensembles that performed significantly worse than MO DRs.

Table 6: Results using the HV performance indicator for the $R\left|r_{j}\right| C_{\max }$, Mus problem

| Method | NR | EVAL | sum |  |  | vote |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 3 | 5 | 7 | 3 | 5 | 7 |
| SEC | 10 | 1000 | 0.76 (-\|-) | 0.75 (-\|-) | 0.75 (-\|-) | 0.67 (-\|-) | 0.71 (-\|-) | 0.71 (-\|-) |
|  |  | 10000 | 0.76 (-\|-) | 0.77 ( $\sim \mid-$ ) | 0.76 (-\|-) | 0.68 (-\|-) | 0.72 (-\|-) | 0.72 (-\|-) |
|  | 30 | 1000 | $0.76(\approx \mid-)$ | $0.78(\approx \mid-)$ | $0.77(\approx \mid-)$ | 0.72 (-\|-) | 0.73 (-\|-) | 0.74 (-\|-) |
|  |  | 10000 | $0.79(\approx \mid \approx)$ | $0.79(\approx \mid \approx)$ | $0.79(\approx \mid \approx)$ | 0.74 (-\|-) | 0.76 (-\|-) | 0.76 (-\|-) |
|  | 50 | 1000 | $0.79(\approx \mid \approx)$ | $0.79(\approx \mid \approx)$ | $0.79(\approx \mid \approx)$ | 0.76 (-\|-) | $0.77(\approx \mid-)$ | $0.77(\approx \mid-)$ |
|  |  | 10000 | $0.79(\approx \mid \approx)$ | $0.80(\approx \mid \approx)$ | $0.80(\approx \mid \approx)$ | 0.76 ( $\sim \mid-$ ) | $0.78(\approx \mid-)$ | $0.78(\approx \mid-)$ |
| E-NSGA-II |  |  | $0.79(\approx \mid \approx)$ | $0.80(\approx \mid \approx)$ | $0.80(\approx \mid \approx)$ | $0.77(\approx \mid-)$ | $0.79(\approx \mid \approx)$ | $0.79(\approx \mid \approx)$ |
| E-NSGA-III |  |  | $0.79(\approx \mid \approx)$ | $0.81(\approx \mid \approx)$ | $0.81(\approx \mid \approx)$ | 0.77 ( $\sim \mid-$ ) | $0.81(\approx \mid \approx)$ | $0.80(\approx \mid \approx)$ |
| NSGA-II |  |  | 0.79 |  |  |  |  |  |
| NSGA-III |  |  | 0.81 |  |  |  |  |  |

Table 7 outlines the HV values obtained for the $R\left|r_{j}\right| F t$, Twt problem. For this problem, the results are quite similar to those obtained for the $R\left|r_{j}\right| C_{\text {max }}, T w t$ problem. Again, there is either no significant difference between the results obtained with ensembles and with MO DRs, or ensembles perform better when a larger set of initial rules and a maximum number of evaluations are used. There is also no significant difference in the performance between SEC and E-NSGA-II or E-NSGA-III, which again indicates that both methods perform equally well. Finally, there seems to be no difference among the ensembles using the sum or vote combination method, nor among ensembles of different sizes. As such it seems that these parameters have a small effect on the results, at least for this problem.

Table 7: Results using the HV performance indicator for the $R\left|r_{j}\right| F t, T w t$ problem

| Method | NR | EVAL | sum |  |  | vote |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 3 | 5 | 7 | 3 | 5 | 7 |
| SEC | 10 | 1000 | $0.85(\approx \mid \approx)$ | $0.83(\approx \mid \approx)$ | $0.80(\approx \mid \approx)$ | $0.80(\approx \mid \approx)$ | $0.83(\approx \mid \approx)$ | $0.82(\approx \mid \approx)$ |
|  |  | 10000 | $0.85(\approx \mid \approx)$ | $0.84(\approx \mid \approx)$ | $0.84(\approx \mid \approx)$ | $0.81(\approx \mid \approx)$ | $0.86(+\mid \approx)$ | $0.84(\approx \mid \approx)$ |
|  | 30 | 1000 | $0.87(+\mid+)$ | $0.86(+\mid \approx)$ | $0.86(+\mid \approx)$ | $0.86(+\mid$ ) | $0.85(\approx \mid \approx)$ | $0.84(\approx \mid \approx)$ |
|  |  | 10000 | 0.90 (+\|+) | 0.88 (+\|+) | 0.87 (+\|+) | 0.87 (+\|+) | $0.86(+\mid \approx)$ | $0.85(\approx \mid \approx)$ |
|  | 50 | 1000 | 0.87 (+\|+) | $0.85(\approx \mid \approx)$ | $0.85(\approx \mid \approx)$ | $0.87(+\mid+)$ | 0.86 (+\|+) | $0.85(\approx \mid \approx)$ |
|  |  | 10000 | 0.90 (+\|+) | $0.87(+\mid+)$ | $0.86(+\mid \approx)$ | $0.88(+\mid+)$ | 0.87 (+\|+) | $0.87(+\mid+)$ |
| E-NSGA-II |  |  | $0.88(+\mid+)$ | $0.86(+\mid \approx)$ | $0.86(+\mid \approx)$ | $0.88(+\mid+)$ | $0.874(+\mid+)$ | $0.87(+\mid+)$ |
| E-NSGA-III |  |  | $0.92(+\mid+)$ | 0.89 (+\|+) | $0.84(+\mid \approx)$ | $0.88(+\mid+)$ | $0.88(+\mid+)$ | $0.85(\approx \mid \approx)$ |
| NSGA-II |  |  |  |  |  |  |  |  |
| NSGA-III |  |  |  |  |  |  |  |  |

### 6.2. Optimisation of three criteria

In this section the results for problems that include three scheduling criteria are analysed. The first problem under consideration is the $R\left|r_{j}\right| C_{\max }, F t, T w t$ problem, for which the obtained results are denoted in Table 8 . The results show that even when optimising three criteria simultaneously the performance of ensembles is always equally good or better than that of MO DRs. However, this time the vote combination method performs slightly better, which is evident from the fact that for more parameter combinations significantly better results were achieved than by NSGA-II and NSGA-III. Again, the ensemble size does not seem to have a great influence on the performance, nor does the application of E-NSGA-II or E-NSGA-III.

Table 8: Results using the HV performance indicator for the $R\left|r_{j}\right| C_{m a x}, F t, T w t$ problem


The results for solving the $R\left|r_{j}\right| C_{\max }, N w t, T w t$ problem are outlined in Table 9 The obtained values show that a similar behaviour can be observed as for the previously considered problem, namely that the ensembles using the vote combination method usually perform better than those that use the sum combination method. However, for this problem such a behaviour is even more evident, since when using the sum combination method the ensembles were unable to outperform the MO DRs in most cases. On the other hand, with the vote combination method, the ensembles achieved significantly better results for all except one parameter value. This means that even for the smallest number of rules and iterations used, SEC was able to construct ensembles that outperform MO DRs. In addition, this time it seems that larger ensembles lead to slightly better results, although there is no significant difference between them.

Table 9: Results using the HV performance indicator for the $R\left|r_{j}\right| C_{\max }, N w t$, Twt problem

| Method | NR | EVAL | sum |  |  | vote |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 3 | 5 | 7 | 3 | 5 | 7 |
| SEC | 10 | 1000 | $0.67(\approx \mid \approx)$ | $0.71(\approx \mid \approx)$ | $0.68(\approx \mid \approx)$ | $0.73(\approx \mid \approx)$ | $0.76(+\mid+)$ | $0.77(+\mid+)$ |
|  |  | 10000 | $0.72(\approx \mid \approx)$ | $0.74(+\mid \approx)$ | $0.74(\approx \mid \approx)$ | $0.77(+\mid+)$ | $0.78(+1+)$ | 0.79 (+\|+) |
|  | 30 | 1000 | $0.74(\approx \mid \approx)$ | $0.72(\approx \mid \approx)$ | $0.73(\approx \mid \approx)$ | 0.77 (+\|+) | $0.80(+1+)$ | $0.81(+\mid+)$ |
|  |  | 10000 | $0.75(+\mid \approx)$ | 0.77 (+\|+) | $0.76(+\mid+)$ | 0.79 (+\|+) | $0.82(+1+)$ | $0.83(+\mid+)$ |
|  | 50 | 1000 | $0.72(\approx \mid \approx)$ | $0.72(\approx \mid \approx)$ | $0.69(\approx \mid \approx)$ | 0.77 (+\|+) | $0.77(+1+)$ | $0.79(+\mid+)$ |
|  |  | 10000 | $0.74(+\mid \approx)$ | $0.74(+\mid \approx)$ | $0.75(+\mid \approx)$ | $0.79(+\mid+)$ | $0.81(+1+)$ | $0.81(+\mid+)$ |
| E-NSGA-II |  |  | $0.72(\approx \mid \approx)$ | 0.74 (+\|+) | $0.74(+\mid \approx)$ | $0.77(+\mid+)$ | $0.80(+1+)$ | $0.82(+\mid+)$ |
| E-NSGA-III |  |  | $0.73(\approx \mid \approx)$ | 0.75 (+\|+) | $0.75(+\mid \approx)$ | 0.79 (+\|+) | $0.80(+1+)$ | 0.78 (+\|+) |
| NSGA-II |  |  |  |  | 0.6 |  |  |  |
| NSGA-III |  |  |  |  | 0.70 |  |  |  |

### 6.3. Optimisation of four criteria

In this section, we analyse the performance of the proposed methodology on two problems that include 4 optimisation criteria. Table 10 outlines the results obtained for the $R\left|r_{j}\right| C_{\max }, F t, M u s, T w t$ problem. The results obtained for this problem are similar to the results obtained when considering the $R\left|r_{j}\right| C_{m a x}$, Mus problem, since in most cases the ensembles performed significantly worse than MO rules evolved by either NSGA-II or NSGA-III. Again, the vote combination method achieved significantly worse results than the sum method, which is consistent with the previous observation. For larger parameter values ensembles achieved results with no significant difference between them and the MO DRs, but only when using the sum combination method. One interesting thing that can be observed is that for this problem it seems to be more important to use a larger set of rules for constructing ensembles, rather than using a larger number of function evaluations. This can be seen from the fact that when using 50 rules per criterion to construct ensembles, even 1000 function evaluations were enough to match the performance of MO DRs.

Table 10: Results using the HV performance indicator for the $R\left|r_{j}\right| C_{\max }, F t, M u s, T w t$ problem

| Method | NR | EVAL | sum |  |  | vote |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 3 | 5 | 7 | 3 | 5 | 7 |
| SEC | 10 | 1000 | 0.71 (-\|-) | 0.70 (-\|-) | 0.69 (-\|-) | 0.59 (-\|-) | 0.60 (-\|-) | 0.59 (-\|-) |
|  |  | 10000 | $0.72(\approx \mid \approx)$ | $0.72(\approx \mid-)$ | 0.71 (-\|-) | 0.62 (-\|-) | 0.64 (-\|-) | 0.64 (-\|-) |
|  | 30 | 1000 | 0.71 (-\|-) | 0.71 (-\|-) | 0.71 (-\|-) | $0.58(-\mid-)$ | 0.60 (-\|-) | 0.61 (-\|-) |
|  |  | 10000 | $0.74(\approx \mid \approx)$ | $0.74(\approx \mid \approx)$ | $0.74(\approx \mid \approx)$ | 0.65 (-\|-) | 0.66 (-\|-) | 0.66 (-\|-) |
|  | 50 | 1000 | $0.73(\approx \mid \approx)$ | $0.73(\approx \mid \approx)$ | $0.73(\approx \mid \approx)$ | 0.63 (-\|-) | 0.64 (-\|-) | 0.63 (-\|-) |
|  |  | 10000 | $0.76(\approx \mid \approx)$ | $0.76(\approx \mid \approx)$ | $0.76(\approx \mid \approx)$ | 0.67 (-\|-) | 0.68 (-\|-) | 0.68 (-\|-) |
| E-NSGA-II |  |  | $0.76(\approx \mid \approx)$ | $0.76(\approx \mid \approx)$ | $0.76(\approx \mid \approx)$ | 0.67 (-\|-) | 0.67 (-\|-) | 0.67 (-\|-) |
| E-NSGA-III |  |  | $0.76(\approx \mid \approx)$ | $0.76(\approx \mid \approx)$ | $0.76(\approx \mid \approx)$ | 0.67 (-\|-) | 0.70 (-\|-) | 0.70 (-1-) |
| NSGA-II |  |  |  |  | 0.77 |  |  |  |
| NSGA-III |  |  |  |  | 0.77 |  |  |  | mostly by adopting an ensemble size of 3 . This shows another trend, which seems that the sum combination method is more inclined towards using smaller ensembles, whereas the vote combination method performs usually better when using slightly larger ensembles. Again, the application of the E-NSGA-II and

The results for the $R\left|r_{j}\right| C_{m a x}, F t, M u s, T w t$ problem are shown in Table 11 Interestingly, these results are quite similar to the results obtained for the $R\left|r_{j}\right| C_{m a x}, N w t, T w t$ problem. For this problem, the vote combination method again performed much better than the sum combination method, since it managed to outperform MO DRs in most cases. However, ensembles using the sum combination method were rarely able to do so, and when they did, it was E-NSGA-III methods does not lead to any improvement in the results over the SEC method.

Table 11: Results for the HV metric for the $R\left|r_{j}\right| C_{\max }, F t, N w t, T w t$ problem

| Method | NR | EVAL | sum |  |  | vote |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 3 | 5 | 7 | 3 | 5 | 7 |
| SEC | 10 | 1000 | $0.67(\approx \mid \approx)$ | $0.65(\approx \mid \approx)$ | $0.63(\approx \mid \approx)$ | $0.70(\approx \mid \approx)$ | $0.71(+\mid+)$ | $0.72(+\mid+)$ |
|  |  | 10000 | 0.75 (+\|+) | $0.70(\approx \mid \approx)$ | $0.67(\approx \mid \approx)$ | 0.73 (+\|+) | $0.74(+\mid+)$ | $0.74(+\mid+)$ |
|  | 30 | 1000 | $0.69(\approx \mid \approx)$ | $0.67(\approx \mid \approx)$ | 0.66 ( $\sim \mid \approx$ ) | 0.73 (+\|+) | 0.75 (+\|+) | $0.75(+\mid+)$ |
|  |  | 10000 | $0.72(+\mid+)$ | 0.71 (+\|+) | $0.70(\approx \mid \approx)$ | 0.76 (+\|+) | $0.78(+\mid+)$ | $0.79(+\mid+)$ |
|  | 50 |  | $0.67(\approx \mid \approx)$ | $0.66(\approx \mid \approx)$ | $0.660(\approx \mid \approx)$ | $0.72(+\mid+)$ | $0.73(+1+)$ | $0.73(+1+)$ |
|  |  | 10000 | 0.71 (+\|+) | $0.70(\approx \mid \approx)$ | $0.69(\approx \mid \approx)$ | 0.76 (+\|+) | $0.77(+\mid+)$ | $0.77(+\mid+)$ |
| E-NSGA-II |  |  | $0.69(\approx \mid \approx)$ | $0.69(\approx \mid \approx)$ | $0.68(\approx \mid \approx)$ | 0.75 (+\|+) | $0.75(+\mid+)$ | $0.75(+\mid+)$ |
| E-NSGA-III |  |  | $0.72(\approx \mid \approx)$ | $0.67(\approx \mid \approx)$ | $0.67(\approx \mid \approx)$ | 0.74 (+1+) | $0.77(+\mid+)$ | $0.77(+1+)$ |
| NSGA-II |  |  |  |  | 0.64 |  |  |  |
| NSGA-III |  |  |  |  | 0.65 |  |  |  |

### 6.4. Optimisation of five criteria

Finally, in this section we investigate the performance on a MO problem in which five scheduling criteria need to be optimised simultaneously. Table 12 shows the results obtained for the problem $R\left|r_{j}\right| C_{\max }, F t, N w t, M u s, T w t$. In this case it is evident that the constructed ensembles for most of the tested parameters achieved significantly worse results. However, for the largest set of initial individuals and number of iterations, the ensembles could again match the performance of MO DRs. The vote combination method resulted in quite poor results overall, not being able to match the performance of MO DRs even once. On the other hand, given enough function evaluations, SEC was able to construct ensembles that perform as well as MO DRs when using the sum combination method. As such, it can be seen that for this kind of criterion, the parameters can significantly affect the performance of SEC, but with appropriately set parameter values, the ensembles can match the performance of the MO DRs.

Table 12: Results for the HV metric for the $R\left|r_{j}\right| C_{\max }, F t, N w t, M u s, T w t$ problem

| Method | NR | EVAL | sum |  |  | vote |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 3 | 5 | 7 | 3 | 5 | 7 |
| SEC | 10 | 1000 | 0.59 (-\|-) | 0.59 (-\|-) | 0.58 (-\|-) | 0.48 (-\|-) | 0.50 (-\|-) | 0.49 (-\|-) |
|  |  | 10000 | $0.62(\approx \mid \approx)$ | $0.62(\approx \mid \approx)$ | $0.61(-\mid \approx)$ | 0.52 (-\|-) | 0.54 (-\|-) | $0.54(-\mid-)$ |
|  | 30 | 1000 | 0.59 (-\|-) | 0.59 (-\|-) | $0.58(-\mid-)$ | 0.49 (-\|-) | 0.51 (-\|-) | 0.50 (-\|-) |
|  |  | 10000 | $0.63(\approx \mid \approx)$ | $0.63(\approx \mid \approx)$ | $0.63(\approx \mid \approx)$ | 0.55 (-\|-) | 0.57 (-\|-) | 0.57 (-\|-) |
|  | 50 | 1000 | 0.60 (-\|-) | 0.60 (-\|-) | 0.60 (-\|-) | 0.51 (-\|-) | 0.51 (-\|-) | $0.51(-\mid-)$ |
|  |  | 10000 | $0.64(\approx \mid \approx)$ | $0.64(\approx \mid \approx)$ | $0.64(\approx \mid \approx)$ | 0.56 (-\|-) | 0.58 (-\|-) | 0.57 (-\|-) |
| E-NSGA-II |  |  | $0.63(\approx \mid \approx)$ | $0.64(\approx \mid \approx)$ | $0.64(\approx \mid \approx)$ | 0.56 (-\|-) | 0.58 (-\|-) | 0.57 (-\|-) |
| E-NSGA-III |  |  | $0.63(\approx \mid \approx)$ | $0.64(\approx \mid \approx)$ | $0.64(\approx \mid \approx)$ | 0.56 (-\|-) | 0.57 (-\|-) | 0.57 (-\|-) |
| NSGA-II |  |  |  |  | 0.66 |  |  |  |
| NSGA-III |  |  |  |  | 0.65 |  |  |  |

### 6.5. Graphical analysis of the results

In order to gain a better notion of the difference in the performance of MO DRs and ensembles, we outline the box plots of the HV values for NSGAinclude the results obtained when using 50 individuals per criterion and 10000 ensemble evaluations, since for this configuration the method achieved the best overall results. The box plots are shown in Figure 3. For all the eight considered problems we can notice that the HV values obtained by the SEC method are less dispersed than those obtained both by NSGA-II and NSGA-III. This happens consistently across all problems, including those in which ensembles perform worse than MO rules or equally well. As such, we can conclude that SEC produces results that are, in general, less dispersed than the results obtained by NSGA-II and NSGA-III, which means that there is a greater chance of obtaining better Pareto fronts.

For all problems which do not include the Mus criterion, we see that the ensembles obtained much better distributions for the HV than rules evolved by either NSGA-II or NSGA-III. It is interesting to observe that for problems with a smaller number of optimised criteria both the sum and vote combi-
nation methods perform similarly. However, as the number of criteria in the problems increases, the ensembles using the vote combination method achieve better results than ensembles using the sum combination method. Thus, the vote combination method seems to scale better with the number of criteria that are optimised. When considering problems that include the Mus criterion, we ${ }_{665}$ notice a drastic change in the behaviour of the ensembles. In this case, the performance of ensembles using the vote combination method significantly deteriorates, and they perform significantly worse than ensembles using the sum combination method or MO DRs. On the other hand, the ensembles using the sum combination method still match the performance of MO DRs evolved by NSGA-II and NSGA-III. Thus, it seems that the sum combination method is more resistant to the composition of the MO problem than the vote combination method, although the vote combination method tends to be better in some cases.

Finally, the effect of the ensemble size depends on the problem that was considered. In most cases, the ensemble size did not significantly affect the results, which means that even ensembles of size three performed well. However, in some cases, again most remarkably for problems that include the Mus criterion, using larger ensembles slightly improved the results. This is due to the fact that in those cases there is a higher probability of including rules that perform well for the Mus criterion, and provide better trade-offs between the optimised criteria and a better coverage of the objective space. But, this cannot be observed consistently, and the difference was usually noticed between ensembles of sizes 3 and 5 . Therefore, it seems that the choice of the ensemble size is not as important, and that the SEC will be able to obtain good Pareto fronts regardless of the ensemble size adopted.

## 7. Further analysis

In this section, we perform several analyses and further investigations of the proposed methodology to gain a better understanding of its behaviour.

(a) $R\left|r_{j}\right| C_{\max }, T w t$.

(b) $R\left|r_{j}\right| C_{\max }$, Mus.

(c) $R\left|r_{j}\right| F t, T w t$.



Figure 3: Box plots of the HV values obtained by NSGA-II, NSGA-III, and SEC for the considered problems

### 7.1. Interaction between scheduling criteria

In the previous section we observed that for most of the considered problems the proposed methodology outperformed NSGA-II and NSGA-III in the quality of the obtained Pareto fronts. However, for certain problems we observed that there was no significant difference, or worse, that the Pareto fronts of MO DRs obtained by NSGA-II and NSGA-III performed significantly better. The problems on which the constructed ensembles performed worse were $R\left|r_{j}\right| C_{\max }$, Mus, $R\left|r_{j}\right| C_{\max }, F t, M u s, T w t$, and $R\left|r_{j}\right| C_{\max }, F t, N w t, M u s, T w t$. By examining all the problems, we can conclude that the only thing they have in common is that in each of them the Mus criterion is optimised, since this behaviour occurs regardless of the number of criteria that are optimised. As we know that this criterion is quite conflicting with other criteria, much more than all the others are mutually conflicting, this is the only logical explanation for such a behaviour. Therefore, in the rest of this section we try to gain a better understanding on how the five considered criteria affect each other.

The first thing we want to investigate is how the individual DRs evolved for one criterion perform on the other four scheduling criteria for which they were not optimised. Table 13 outlines the median values of the 50 rules evolved for one criterion (denoted in rows) on all five considered criteria (denoted in columns). What is immediately evident from the table is that rules evolved for optimising the Mus criterion perform poorly on all other criteria, as they achieve values several times larger than when those criteria were optimised. On the other hand, in the case when DRs are evolved for any of the other four criteria we can see a small degradation in the performance on the other criteria (except Mus), at most up to $30 \%$. For example, when optimising the Twt criterion, a median of 13.60 was obtained. The rules obtained when optimising the $C_{\max }$ criterion performed worse than those rules by around $30 \%$ on the $T w t$ criterion. However, the rules evolved for optimising the Mus criterion obtained a value of almost 690 for the $T w t$ criterion, which is worse by a factor of 50 compared to the rules evolved for optimising the Twt.

As such, we can see a huge discrepancy in the performance of DRs across all

Table 13: Median values of evolved individual DRs across all five considered scheduling criteria

|  | $C_{\max }$ | $F t$ | Mus | Nwt | $T w t$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $C_{\max }$ | $\mathbf{3 8 . 2 6}$ | 172.80 | 0.13 | 7.70 | 18.99 |
| Ft | 38.65 | $\mathbf{1 5 5 . 0 1}$ | 0.14 | 7.14 | 17.03 |
| Mus | 77.45 | 1521.44 | $\mathbf{0 . 0 5}$ | 42.24 | 687.12 |
| Nwt | 40.01 | 184.25 | 0.14 | 7.00 | 17.39 |
| Twt | 39.58 | 188.81 | 0.14 | $\mathbf{6 . 6 9}$ | $\mathbf{1 3 . 6 0}$ |

criteria depending on which criterion was optimised. The consequence of this is that it is much more difficult to construct ensembles for MO problems that include such conflicting objectives, as rules that perform well for one criterion will work poorly on another one, and vice versa. The problem could also be due to the fact that these SO rules only cover the extremes for these criteria, as they were optimised for each of them individually. As such there is not enough variety in the set of SO rules for SEC to use when constructing ensembles to cover the entire objective space well. A possible remedy would be to include more rules that perform not as well for each criterion in order to provide a better diversity of the rule set. Since for the other four criteria the differences are not that extreme, the constructed ensembles achieved great performance considering any combination of those criteria, which further backs up this hypothesis.

To further investigate the interaction among the different criteria, the Kendall rank correlation coefficient was calculated to determine the correlation between the criteria on which rules were optimised. Since for each criterion 50 DRs were evolved, these rules were also evaluated for the other criteria and the test was performed between the values obtained for the optimised criterion and each of the other four considered scheduling criteria. The results of these tests are outlined in Table 14, where rows denote which criterion was optimised, and columns the criteria with which the correlation was calculated. It can immediately be seen that in some cases there is a certain amount of correlation among the cri-

Table 14: Correlation values between different scheduling criteria

|  | $C_{\max }$ | $F t$ | Mus | $N w t$ | Twt |
| :--- | ---: | :---: | :---: | :---: | :---: |
| $C_{\max }$ |  | -0.23 | 0.32 | -0.24 | -0.22 |
| Ft | 0.42 |  | 0.28 | 0.07 | 0.43 |
| Mus | -0.09 | -0.14 |  | -0.20 | -0.13 |
| Nwt | -0.02 | -0.12 | -0.09 |  | 0.16 |
| Twt | 0.03 | 0.08 | -0.11 | 0.51 |  |

teria. For example, the largest correlations exist between $T w t$ and $N w t$ when optimising $T w t$, and between $F t$ and $C_{m a x}$, as well as $F t$ and $T w t$, when optimising $F t$. However, it is interesting that this correlation is not bidirectional, which means that when $C_{\max }$ is optimised we observe even a slight negative be used to determine whether the problem will be difficult or not to solve using ensembles. However, this value can possibly provide information on the problem and how it affects the ensembles, which will be discussed in a later section.

### 7.2. Pareto front visualisation

To gain a better understanding of the coverage of the Pareto fronts obtained by individual DRs and ensembles, this section provides visualisations of the Pareto fronts for the considered problems. The outlined Pareto fronts denote the union of the 30 Pareto fronts obtained in each execution of the algorithm. As for problems which include three or more criteria it is more difficult to visualise the Pareto fronts, we outline all pairwise combinations between the criteria for each of them. To make the figures more readable, we outline the Pareto fronts
only for the NSGA-III algorithm (as it usually performed better) and the SEC method that uses 50 rules and 10000 iterations, but with the best obtained configuration for the size and ensemble collaboration method for each problem. simultaneously are presented in Figure 4 For the problems $R\left|r_{j}\right| C_{\text {max }}, T w t$ and $R\left|r_{j}\right| F t, T w t$ it is difficult to visually assess which Pareto front would be better, since both provide a good coverage of the objective space, but neither is consistently better. In some places, the MO DRs provide a better trade-off between the criteria and in other places the ensembles are better. However, for the $R\left|r_{j}\right| C_{m a x}$, Mus problem it is evident that the MO DRs have a better convergence in the middle of the objective space, which translates into rules that provide a trade-off between the two criteria, whereas on the extremes for each criterion, the quality seems to be similar. As outlined in the previous section, this is probably the consequence of having no SO rules that cover that space by themselves, and as such SEC does not have the required material to construct ensembles that provide a good performance on that part of the objective space. On the other hand, for the $R\left|r_{j}\right| C_{\max }, T w t$ it is interesting to observe that rules and ensembles that achieve the best performance for the $C_{\max }$ criterion perform equally well for that criterion, but the ensembles perform also much better for the Twt criterion. Therefore, in that case, ensembles are more efficient as they provide a better performance on the second criterion compared to MO DRs.


Figure 4: The Pareto front obtained for optimising problems with two criteria.

Figures 5 and 6 outline the Pareto fronts obtained when optimising the $R\left|r_{j}\right| C_{\max }, F t, T w t$ and $R\left|r_{j}\right| C_{\max }, N w t, T w t$ problems. In both cases, but especially for the second problem, it is evident that the ensembles provide a slightly better convergence and coverage of the objective space compared to MO DRs. This can best be seen in Figure 5c, where with SEC, a nice and compact distribution of solutions is obtained, whereas those obtained by MO DRs are more dispersed and do not provide an equally good coverage. Also, Figure 6a shows that for this combination of criteria the ensembles provide a much better convergence in comparison to MO DRs, but this can also be seen on the other plots although not as clearly. Naturally, there are cases when MO DRs provide a better convergence in parts of the objective space, as can be seen in Figure 5 b . However, this usually happens only for a part of the objective space, but not across the entire objective space. Therefore, we see that, as the number of criteria increases, SEC can still provide a good coverage in the objective space for all criteria.


Figure 5: The Pareto front obtained for the $R\left|r_{j}\right| C_{\max }, F t, T w t$ problem denoted through pairwise combinations of the three optimised criteria Pareto front.


Figure 6: The Pareto front obtained for the $R\left|r_{j}\right| C_{\max }, N w t, T w t$ problem denoted through pairwise combinations of the three optimised criteria Pareto front.

Figures 7 and 8 outline the Pareto fronts obtained for the problems that include 4 scheduling criteria, namely the $R\left|r_{j}\right| C_{\max }, F t, M u s, T w t$ and $R\left|r_{j}\right| C_{\max }$, $F t, N w t, T w t$ problems. For the first problem denoted in Figure 7 we can observe a quite similar distribution of Pareto fronts obtained between ensembles and MO DRs. However, it seems that MO DRs even achieve a slightly better convergence. But this is not surprising since this problem includes the Mus criterion, which means that the ensembles will not perform as well on this problem as on some others. On the other hand, for the $R\left|r_{j}\right| C_{m a x}, F t, N w t, T w t$ problem, we again see that with ensembles a better convergence and coverage of the objective space was obtained compared with MO DRs. This can be seen consistently for all pairs of criteria, although in some cases like in Figure 8 fl MO DRs also provide a good coverage, it is still not as good as the one obtained by ensembles.


Figure 7: The Pareto front obtained for the $R\left|r_{j}\right| C_{\max }, F t, M u s$, Twt problem denoted through pairwise combinations of the four optimised criteria Pareto front.


Figure 8: The Pareto front obtained for the $R\left|r_{j}\right| C_{\max }, F t, N w t, T w t$ problem denoted through pairwise combinations of the four optimised criteria Pareto front.

Finally, the Pareto fronts for the largest considered problem are shown in Figure9. Due to the large number of solutions, it is difficult to see the differences between the Pareto fronts obtained by NSGA-III and SEC. However, they seem to follow a very similar pattern. Again they cover the same regions, and there does not seem to be a significant difference in the coverage or convergence of the Pareto fronts, although it does seem that MO DRs in some cases result in solutions that provide a better convergence. However, this is difficult to assess this due to the large number of points and large distributions of solutions for all criteria.


Figure 9: The Pareto front obtained for the $R\left|r_{j}\right| C_{\max }, F t, N w t, T w t, M u s$ problem denoted through pairwise combinations of the five optimised criteria Pareto front. me of the method. These parameters were selected to examine both combination methods and both a larger and smaller ensemble size. Furthermore, to test the difference between the results obtained by optimising the reduced problem directly, and using a result from a larger problem, the Mann-Whitney statistical test was performed to determine whether there is a significant difference between the obtained HV values. These results are denoted beside the results
outlined for "R-" methods and represent a comparison with the results of the statistical test with the corresponding method applied directly on the reduced problem set, i.e. the method with the same name but without the $R$ - prefix.

The results outlined in the table show something very interesting. Both, the rules and the ensembles that had been evolved on a larger set of criteria can efficiently be applied on a reduced set of criteria, with the HV usually staying the same or even increasing. The most interesting case is when rules/ensembles evolved for the largest problem (containing five criteria) are applied for smaller criteria sets (even for only two criteria), since the results are comparable and even in many cases better to those obtained by directly optimising the reduced problems. The same can be observed even if MO DRs were evolved on a larger set of criteria, and then evaluated on a smaller problem. This result has some quite interesting implications, as it shows that Pareto fronts evolved for larger criteria sets have an additional level of generalisation ability, and can be efficiently applied on problems with a subset of criteria. This would mean that it would be sufficient to evolve a Pareto front for a problem with a larger set of criteria, and that the solutions obtained within this Pareto front could be efficiently applied on subsets of this MO problem. As a consequence, it is not required to evolve Pareto fronts for each possible combination of criteria, as is the case when directly solving MO problems instead of developing heuristics. In that case, we can produce a Pareto front only once and then reuse the solutions obtained in that Pareto front.

Looking at the results of statistical tests, we see that when using rules evolved for larger problems to solve smaller problem sets, in 14 cases they can outperform the results of rules obtained by directly optimising the reduced problem, whereas in 14 cases they perform equally well and in 6 cases they achieve inferior results. On the other hand, ensembles evolved for larger problems and applied on smaller problems achieve a better performance than ensembles evolved directly for the reduced problem in 29 cases, an equal performance in 3 and in the remaining 2 cases they perform significantly worse. Based on these results, we can conclude that the strategy of applying a Pareto set of solutions obtained for
Table 15: Results of ensembles and rules when applying them on problems with a smaller number of criteria than the ones for which they were originally evolved

| Original | Reduced | NSGA-II | R-NSGA-II | NSGA-III | R-NSGA-III | SEC-S-3 | R-SEC-S-3 | SEC-V-7 | R-SEC-V-7 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{\text {max }}, F t, M u s, N w t, T w t$ | $C_{\text {max }}, F t, M u s, T w t$ | 0.740 | $\mathbf{0 . 7 4 3} \approx$ | 0.737 | 0.734 $\approx$ | 0.729 | $0.728 \approx$ | 0.660 | $0.667 \approx$ |
|  | $C_{\max }, F t, N w t, T w t$ | 0.659 | 0.608- | 0.664 | 0.582- | 0.726 | 0.735+ | 0.772 | 0.791+ |
|  | $C_{\text {max }}, F t, T w t$ | 0.791 | 0.803 $\approx$ | 0.821 | 0.793- | 0.858 | $0.881+$ | 0.866 | 0.892+ |
|  | $C_{\text {max }}, N w t, T w t$ | 0.662 | 0.657 $\approx$ | 0.712 | 0.623- | 0.759 | 0.789+ | 0.814 | 0.841+ |
|  | $C_{\text {max }}$, Mus | 0.795 | 0.808 $\approx$ | 0.813 | 0.801- | 0.803 | 0.811+ | 0.796 | 0.780- |
|  | $C_{\text {max }}, T w t$ | 0.781 | 0.808+ | 0.803 | 0.796 $\approx$ | 0.841 | 0.893+ | 0.861 | 0.900+ |
| $C_{\text {max }}, F t, M u s, T w t$ | $C_{\text {max }}, F t, T w t$ | 0.779 | $0.776 \approx$ | 0.810 | 0.804 $\approx$ | 0.846 | 0.864+ | 0.854 | 0.867+ |
|  | $C_{\text {max }}$, Mus | 0.799 | $0.805 \approx$ | 0.816 | 0.807- | 0.806 | 0.821+ | 0.800 | 0.785- |
|  | $C_{\text {max }}, T w t$ | 0.769 | $0.777 \approx$ | 0.791 | 0.809+ | 0.828 | 0.877+ | 0.848 | 0.875+ |
|  | Ft, Twt | 0.731 | $0.758 \approx$ | 0.809 | 0.797 $\approx$ | 0.878 | 0.893+ | 0.853 | 0.882+ |
| $C_{\text {max }}, F t, N w t, T w t$ | $C_{\text {max }}, F t, T w t$ | 0.779 | 0.799+ | 0.810 | 0.810 $\approx$ | 0.846 | 0.857+ | 0.854 | 0.869+ |
|  | $C_{\text {max }}, N w t, T w t$ | 0.652 | 0.695+ | 0.702 | 0.697 $\approx$ | 0.748 | 0.767+ | 0.802 | 0.806 $\approx$ |
|  | $C_{\text {max }}, T w t$ | 0.769 | 0.799+ | 0.791 | 0.811+ | 0.828 | 0.866+ | 0.848 | 0.872+ |
|  | Ft, Twt | 0.731 | 0.825+ | 0.809 | 0.844+ | 0.878 | 0.894+ | 0.853 | 0.904+ |
| $C_{\text {max }}, F t, T w t$ | $C_{\text {max }}, T w t$ | 0.769 | 0.778+ | 0.791 | 0.810+ | 0.828 | 0.854+ | 0.848 | 0.857+ |
|  | Ft, Twt | 0.731 | 0.765+ | 0.809 | 0.842+ | 0.878 | 0.897+ | 0.853 | 0.890+ |
| $\underline{C_{\text {max }}, N w t, T w t}$ | $C_{\text {max }}, T w t$ | 0.769 | 0.785+ | 0.791 | 0.819+ | 0.828 | 0.862+ | 0.848 | 0.866+ |

larger problems on smaller problems is not only feasible, but can actually lead to improved results in many cases. And although this is the case both for Pareto sets of individual rules and ensembles, the results demonstrate that performing this strategy on ensembles is preferred, as in almost all cases significantly better results were achieved. Thus, we can assume that the Pareto sets obtained by ensembles of individual DRs are much more adaptable to other problem variants than individual rules.

Table 16 outlines the results of the second experiment, in which the generalisation ability of a Pareto front was tested when trying to apply it for a problem with a larger criteria set than the one for which the rules and ensembles were originally evolved. The outline of the table is the same as the previous one, with the first column 'original' denoting the original problem on which rules and ensembles were evolved, and the second column 'increased' denotes the problem with a larger criteria set on which they were evaluated. The selected methods are the same as in the previous experiment, with the only exception that the results for Pareto fronts that are evaluated on larger problems are now denoted with the prefix 'I-'. The Mann-Whitney test was used again to determine whether there is a statistically significant difference between the results obtained when directly optimising the larger problem and when using a Pareto set of solutions obtained when optimising a smaller problem.

In this case, we can observe two distinct patterns in the results. For some problems, the HV is reduced slightly when testing the Pareto front on the larger criteria set, whereas for some problems a huge decrease in the performance can be observed (the HV is reduced by a factor of 2 or more). By careful observation we can see that the dramatic decrease in the performance happens when the original problem did not include the Mus criterion, but the increased set did. This is again a consequence of this criterion being strongly conflicted with all other criteria. As such, if the original problem on which the Pareto fronts were evolved did not include this criterion, the obtained Pareto fronts simply provide a poor coverage for it. Since this criterion is conflicting with the others, it means that these Pareto fronts will cover only a small portion of the objective
space, and thus obtain quite poor results. However, in all other cases, it can be said that it is possible to apply the evolved Pareto fronts also on problems that include more criteria, however, with a certain penalty on performance. Naturally, better performance is achieved if the problem is extended by only one criterion, but it is also possible to extend the problem with two criteria, although with a larger performance penalty.

The statistical results demonstrate that this strategy does not perform equally well as the previous one. In most cases the results obtained by using a Pareto set of solutions obtained for a smaller problem are significantly worse than those obtained by directly optimising the larger problem. However, these results are somewhat expected, as the methods did not focus on some of the objectives in the larger problems during the optimisation process, and as such had no possibility to search for those solutions that would perform well on them.

In addition to the previous results, we also graphically outline the Pareto fronts of three selected problems in Figures 10, 11 and 12 . These figures outline the results obtained by SEC optimised for the considered criteria (denoted in the figure as 'original'), but also by a selected Pareto front obtained for a larger problem and applied for this problem (denoted in the figure as 'decreased'), and a selected Pareto front obtained by SEC for a smaller problem, which was then applied for this larger problem (denoted in the figure as 'increased'). The best Pareto fronts were selected for each of the three configurations.

Figure 10 outlines the Pareto fronts for the criterion consisting of three objectives. It is immediately clear that the Pareto fronts obtained by the original and the decreased SEC cover a similar area of the objective space. In some cases the decreased version also obtains better ensembles, thus it has a slightly better convergence, which can best be seen in Figure 10b. However, the results of the increased version are scattered all over the objective space. Especially from Figure 10 c it is quite evident that for the $F t$ criterion the results obtained by these ensembles are quite poor. However, since the original problem for which these ensembles were evolved did not include this criterion, such a behaviour is expected. Nevertheless, this explains why its performance is not on par with
Table 16: Results of ensembles and rules when applying them to problems with a larger number of criteria than the ones for which they were originally
evolved

| Original | Increased | NSGA-II | I-NSGA-II | NSGA-III | I-NSGA-III | SEC-S-3 | I-SEC-S-3 | SEC-V- 7 | I-SEC-V-7 |
| :--- | :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{\text {max }}, F t, M u s, T w t$ | $C_{\text {max }}, F t, M u s, N w t, T w t$ | $\mathbf{0 . 6 6 3}$ | $0.661 \approx$ | 0.651 | $0.655 \approx$ | 0.629 | $0.641+$ | 0.562 | $0.552-$ |
| $C_{\text {max }}, F t, N w t, T w t$ | $C_{\text {max }}, F t, M u s, N w t, T w t$ | $\mathbf{0 . 6 6 3}$ | $0.250-$ | 0.651 | $0.247-$ | 0.639 | $0.241-$ | 0.575 | $0.232-$ |
|  | $C_{\text {max }}, F t, M u s, N w t, T w t$ | $\mathbf{0 . 6 6 3}$ | $0.235-$ | 0.650 | $0.242-$ | 0.639 | $0.221-$ | 0.574 | $0.214-$ |
| $C_{\text {max }}, F t, T w t$ | $C_{\text {max }}, F t, N w t, T w t$ | 0.657 | $0.590-$ | 0.663 | $0.638 \approx$ | 0.723 | $0.708-$ | $\mathbf{0 . 7 6 8}$ | $0.732-$ |
|  | $C_{\text {max }}, F t, M u s, T w t$ | $\mathbf{0 . 7 5 0}$ | $0.231-$ | 0.747 | $0.238-$ | 0.742 | $0.215-$ | 0.676 | $0.208-$ |
| $C_{\text {max }}, N w t, T w t$ | $C_{\text {max }}, F t, N w t, T w t$ | 0.657 | $0.603-$ | 0.663 | $0.656 \approx$ | 0.723 | $0.692-$ | $\mathbf{0 . 7 6 8}$ | $0.737-$ |
|  | $C_{\text {max }}, F t, M u s, N w t, T w t$ | $\mathbf{0 . 6 6 3}$ | $0.241-$ | 0.650 | $0.254-$ | 0.639 | $0.241-$ | 0.574 | $0.231-$ |
|  | $C_{\text {max }}, F t, T w t$ | 0.779 | $0.727-$ | 0.810 | $0.759-$ | 0.846 | $0.798-$ | $\mathbf{0 . 8 5 4}$ | $0.808-$ |
|  | $C_{\text {max }}, F t, N w t, T w t$ | 0.671 | $0.558-$ | 0.677 | $0.594-$ | 0.740 | $0.654-$ | $\mathbf{0 . 7 9 0}$ | $0.695-$ |

the other two SEC variants.


Figure 10: The Pareto front obtained for the $R\left|r_{j}\right| C_{\max }, F t, T w t$ problem denoted through pairwise combinations of the three optimised criteria Pareto front.

Figures 11 and 12 outline the Pareto fronts obtained for problems with four criteria. A very interesting result can be observed for the $R\left|r_{j}\right| C_{\max }, F t, M u s$, $T w t$ problem. In this case, the ensembles of the increased SEC variant were evolved on a problem that did not include the Mus criterion. It can be immediately seen that because of this, these ensembles have a poor coverage of the objective space. This is due to the fact that was previously outlined: this criterion is highly conflicting with all others, and thus if not optimised, the ensembles will only cover a very small range of the objective space in which they optimise the other criteria. As such, these ensembles only cover the search space for the other three criteria, and the part on which they perform well. On the other hand, in the Pareto fronts for the original and decreased SEC ensembles we observe a similar coverage of the search space, and there does not seem to be a significant difference between them.


Figure 11: The Pareto front obtained for the $R\left|r_{j}\right| C_{m a x}, F t, M u s, T w t$ problem denoted through pairwise combinations of the four optimised criteria Pareto front.

On the other hand, for the Pareto fronts in Figure 12, we observe that, since the Mus criterion is not considered, even the increased SEC version obtains a good coverage of the objective space. However, this Pareto front is still inferior when compared to the other two Pareto fronts, as we can notice that there are parts in the search space that are poorly covered by it. In this case, the original problem did not include the $N w t$ criterion, the consequences of which can be seen from the fact that it provides a very poor convergence for it, which is evident from Figures $12 \mathrm{~b}, 12 \mathrm{~d}$, and 12 f . For the other two Pareto fronts, neither can be said to be better, as they both seem to cover the search space well. But, in general, it does seem like the original SEC ensembles provide a better coverage, while on the other hand, the decreased ensembles are sometimes better in their performance.


Figure 12: The Pareto front obtained for the $R\left|r_{j}\right| C_{\max }, F t, N w t, T w t$ problem denoted through pairwise combinations of the four optimised criteria Pareto front.

### 7.4. Extending ensembles

The analysis in the previous section outlined that although it is possible to use ensembles evolved for problems with more criteria on problems with fewer criteria, it is not very efficient to use ensembles evolved on problems with a few criteria on problems with a larger number of criteria. However, ensembles can be easily extended by adding additional rules into the ensemble. Thus, we want to analyse whether by adding additional rules in the ensembles it is possible to improve the performance of ensembles constructed for smaller problems, but in a shorter time than constructing them from scratch. For that purpose, ensembles of size 3 constructed for a smaller problem were extended to sizes 5 and 7 , and ensembles of size 5 were extended to ensembles of size 7 . The extension was done in a way that in each iteration of SEC a random ensemble was selected from the Pareto front evolved for the smaller criterion. The rules already contained in the ensemble were kept fixed, and the method added additional rules until
the desired ensemble size was reached.
The results of this analysis are summarised in Table 17 Each column represents one experiment in which from the original ensemble evolved for the criterion denoted in the first row was incremented for the larger problem denoted in the second row. Each row represents the results obtained by SEC ensembles constructed for the increased set of criteria, and the results for ensembles constructed for the smaller criterion and then extended to a larger one. The later results are denoted with a prefix "E-" and followed by the suffix "-X-Y->Z," where X denotes the combination method that was used, Y denotes the size of the original ensemble, and $Z$ denotes the size of the ensemble to which it was extended. Also, two stopping conditions were tested, with 1000 and 10000 ensembles evaluations.

Unfortunately, the results show that, although such a strategy of extending ensembles is possible, it does not actually lead to better results, or to any improvement in the time required to obtain the results, in comparison to constructing ensembles from scratch. Both methods usually achieved quite similar results, and usually there were no significant differences between them. However, there have also been several cases, especially when using the smaller termination criterion, where the extended ensembles performed significantly worse than those constructed from scratch. Also, we can observe that when considering problems with Mus criterion, ensembles using the vote combination method had an inferior performance. However, it is interesting to note that when this criterion was not included, the extended ensembles that used the vote combination method did result in better results than those using the sum combination method. Thus, it seems that the vote combination method is more resilient to the structure of the ensembles that are used as the bases for extension.

In the end, we can conclude that using a preconstructed set of ensembles is not that much helpful to the algorithm. However, the ensembles were extended only in a very basic way, and it could be possible that by using more sophisticated extension schemes the results could be improved. Thus, this constitutes a possible future research direction that can be investigated further.

Table 17: Results obtained by extending ensembles with additional rules to optimise problems with more objectives

|  | Original criteria set | $C_{\max }$, <br> Ft, <br> Mus, <br> Twt | $C_{\max }$, <br> Ft, <br> $N w t$, <br> Twt | $\begin{gathered} C_{\max } \\ F t \\ T w t \end{gathered}$ | $\begin{gathered} C_{\max }, \\ F t, \\ T w t \end{gathered}$ | $\begin{gathered} C_{\max } \\ F t \\ T w t \end{gathered}$ | $\begin{gathered} C_{\max } \\ N w t \\ T w t \end{gathered}$ | $\begin{gathered} C_{\max }, \\ N w t, \\ T w t \end{gathered}$ | $C_{\max }$ <br> Twt | $C_{\max }$, <br> Twt |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  | Increased criteria set | $C_{m a x}$, <br> $F t$, <br> Mus, <br> $N w t$, <br> Twt | $C_{\text {max }}$, <br> $F t$, <br> Mus, <br> $N w t$, <br> Twt | $C_{\max }$, <br> Ft, <br> Mus, <br> $N w t$, <br> Twt | $C_{\text {max }}$, <br> $F t$, <br> $N w t$, <br> Twt | $C_{\max }$, <br> Ft, <br> Mus, <br> Twt | $C_{\text {max }}$, <br> $F t$, <br> $N w t$, <br> Twt | $C_{\max }$, <br> $N w t$, <br> Twt | $\begin{gathered} C_{\max } \\ F t \\ T w t \end{gathered}$ | $C_{\text {max }}$, <br> Ft, <br> $N w t$, <br> Twt |
|  | SEC-S-3 | 0.629 | 0.639 | 0.639 | 0.723 | 0.742 | 0.723 | 0.639 | 0.846 | 0.740 |
|  | SEC-S-5 | 0.635 | 0.645 | 0.645 | 0.708 | 0.743 | 0.708 | 0.645 | 0.849 | 0.725 |
|  | SEC-S-7 | 0.632 | 0.642 | 0.642 | 0.699 | 0.744 | 0.699 | 0.642 | 0.843 | 0.716 |
|  | SEC-V-3 | 0.550 | 0.563 | 0.562 | 0.757 | 0.667 | 0.757 | 0.562 | 0.851 | 0.779 |
|  | SEC-V-5 | 0.565 | 0.578 | 0.577 | 0.767 | 0.674 | 0.767 | 0.577 | 0.853 | 0.788 |
|  | SEC-V-7 | 0.562 | 0.575 | 0.574 | 0.768 | 0.676 | 0.768 | 0.574 | 0.854 | 0.790 |
|  | E-SEC-S-3->5 | 0.652 | 0.642 | 0.630 | 0.715 | 0.739 | 0.712 | 0.633 | 0.844 | 0.701 |
|  | E-SEC-S-3->7 | 0.653 | 0.644 | 0.635 | 0.704 | 0.741 | 0.704 | 0.634 | 0.841 | 0.707 |
|  | E-SEC-S-5->7 | 0.653 | 0.633 | 0.632 | 0.702 | 0.741 | 0.713 | 0.629 | 0.842 | 0.694 |
|  | E-SEC-V-3->5 | 0.582 | 0.576 | 0.544 | 0.773 | 0.666 | 0.771 | 0.557 | 0.836 | 0.785 |
|  | E-SEC-V-3->7 | 0.572 | 0.579 | 0.554 | 0.769 | 0.671 | 0.759 | 0.562 | 0.846 | 0.779 |
|  | E-SEC-V-5->7 | 0.579 | 0.576 | 0.540 | 0.764 | 0.661 | 0.752 | 0.544 | 0.800 | 0.773 |
|  | SEC-S-3 | 0.588 | 0.599 | 0.599 | 0.680 | 0.714 | 0.680 | 0.599 | 0.831 | 0.695 |
|  | SEC-S-5 | 0.594 | 0.605 | 0.605 | 0.668 | 0.715 | 0.668 | 0.605 | 0.833 | 0.683 |
|  | SEC-S-7 | 0.589 | 0.600 | 0.600 | 0.675 | 0.714 | 0.675 | 0.600 | 0.830 | 0.690 |
|  | SEC-V-3 | 0.500 | 0.514 | 0.513 | 0.723 | 0.624 | 0.723 | 0.513 | 0.832 | 0.742 |
|  | SEC-V-5 | 0.496 | 0.509 | 0.509 | 0.731 | 0.634 | 0.731 | 0.509 | 0.842 | 0.751 |
|  | SEC-V-7 | 0.503 | 0.517 | 0.517 | 0.736 | 0.623 | 0.736 | 0.517 | 0.843 | 0.756 |
|  | E-SEC-S-3->5 | 0.576 | 0.590 | 0.481 | 0.674 | 0.658 | 0.695 | 0.518 | 0.663 | 0.508 |
|  | E-SEC-S-3->7 | 0.576 | 0.590 | 0.481 | 0.674 | 0.658 | 0.695 | 0.518 | 0.663 | 0.508 |
|  | E-SEC-S-5->7 | 0.587 | 0.608 | 0.494 | 0.658 | 0.675 | 0.684 | 0.508 | 0.765 | 0.587 |
|  | E-SEC-V-3->5 | 0.442 | 0.506 | 0.369 | 0.738 | 0.558 | 0.720 | 0.378 | 0.739 | 0.640 |
|  | E-SEC-V-3->7 | 0.442 | 0.506 | 0.369 | 0.738 | 0.558 | 0.720 | 0.378 | 0.739 | 0.640 |
|  | E-SEC-V-5->7 | 0.475 | 0.516 | 0.433 | 0.748 | 0.582 | 0.713 | 0.380 | 0.723 | 0.655 | change in the distributions, although we can see that for the sum combination method some rules now appear more often when larger ensembles are used. On the other hand, the distribution for the vote construction method seems more stable, and thus it seems that the choice of rules used in the ensemble does not change that much depending on the size of the ensembles. This is expected as the vote combination method is more resilient to rules which perform completely

different decisions than all other rules in the ensemble.


Figure 13: Frequency of rules in the constructed ensembles for the $R\left|r_{j}\right| C_{\max }, F t, T w t$ problem.

Figure 14 shows the rule frequency in ensembles when considering the $R\left|r_{j}\right| C_{\max }$, $F t, T w t$ problem. Again, it can be seen that rules evolved for each criterion participate in the construction of ensembles with a similar ratio. Again, most 1050 rules are used in the ensembles, which can best be seen for ensembles of size 7 , where especially for the vote combination method the rules have a similar
frequency of being used in the ensemble. However, there are certain rules which are rarely or even never used. For the sum combination method we can again observe that it does tend to prefer the selection of some rules in the ensemble, and that this slightly changes as the size of the ensemble is increased.

(a) Ensemble size of 3 .


Figure 14: Frequency of rules in the constructed ensembles for the $R\left|r_{j}\right| C_{\max }, F t, T w t$ problem.

Figure 15 shows the rule frequency in ensembles when considering the $R\left|r_{j}\right| C_{\text {max }}$, Ft, Mus, Nwt, Twt problem. Here, we can actually observe a slight difference
in comparison with the previous figures. Namely, in this case, the rules evolved for the $C_{\max }$ criterion are used less frequently than other rules. This is an interesting behaviour that was also observed for some other problems as well. The reason for this could be due to the fact that rules evolved for optimising the $C_{\max }$ criterion that perform well usually did not perform well on the other criteria, which was seen from the correlation coefficients between this and other criteria obtained for the rules evolved for $C_{\max }$. As rules for other criteria (like $F t$ ) had even a positive correlation with others, maybe these rules were then more likely to get selected as it was easier to construct an ensemble that performs well across all criteria by including such rules. The only additional thing that can also be observed is that for ensembles of size 3, the vote combination method now also favours certain rules, but as the size increases to 7, the fre1070 quency of being included in the ensemble is more evenly distributed across all the rules.


Figure 15: Frequency of rules in the constructed ensembles for the $R\left|r_{j}\right| C_{\max }, F t, N w t$, Twt, Mus problem.

Across all three problems it was seen that often the rules that are most commonly selected to build the ensembles are not necessarily the best rules evolved for the considered criterion. Instead, the ensembles usually consisted of rules that performed well across all the considered criteria, and had values similar to the median values denoted in Table 13 for the considered criteria. Therefore, it seems that it is not too important for the set of rules to include many rules with an outstanding performance for one criterion, but rather to
have more rules that perform well across all criteria, as those can be better

### 7.6. Performance of individual rules

Table 18 outlines the performance of several selected rules evolved by NSGAIII and ensembles constructed by SEC. The values for the criteria are outlined only for those criteria for which they were evolved. Furthermore, for each problem, the number of rules and ensembles selected and denoted in the table is equal to the number of criteria considered in the problem. The rules and ensembles were selected in such a way that, for each criterion, a rule and ensemble that work well on that criterion were selected, with the addition that the rule and ensemble have a similar performance on it so that they can be assessed on how well they work on other criteria. The criterion for which the ensembles and rules were selected are denoted in boldface.

From the table, it is evident that neither the ensembles nor MO DRs always end up with the best results across all criteria. This can best be seen for the $R\left|r_{j}\right| C_{\max }$, Twt problem, in which the MO DR selected for optimising the Twt criterion performed better on $C_{\max }$ than the ensemble. However, when selecting the rules and ensembles based on their performance on $C_{\text {max }}$, then the selected ensemble achieved a better performance for $T w t$, by around $50 \%$. This seems to suggest that when focusing on optimising $C_{\max }$ MO DRs have a difficult time to perform well on Twt as well, which does not seem to be the case with ensembles. This behaviour can also be noticed for all the other problems as well. More generally, it seems that MO DRs that perform better for the $C_{\max }$ criterion tend to perform poorly on all other criteria.

The downside of the ensembles is again connected to the problems that include the Mus criterion. Particularly, the ensembles that perform well for the Mus criterion achieve a poor performance on all the other criteria. This again serves to show that ensembles have trouble with criteria that are highly conflicting with the others. However, when selecting the rules for other criteria, the difference is not that significant, which seems to suggest that SEC simply
has difficulties in finding good ensembles at the extreme points for the Mus criterion.

## 8. Findings and discussion

The obtained results and analyses performed in the previous sections have shown several interesting things about the proposed methodology and MO optimisation that will be summarised and shortly discussed in this section.

First of all, the experimental results indicate that the proposed methodology of using DRs evolved for optimising a SO to construct ensembles for optimising MO problems is plausible. Out of the 8 considered MO problems with different sizes and criteria compositions, in 5 the applied SEC method produced Pareto fronts that are significantly better than those obtained by MO DRs evolved either by NSGA-II or NSGA-III. In the three remaining problems, the Pareto fronts of ensembles were, in the best case, able to match the performance of Pareto fronts of DRs, meaning that there was no significant difference between the results obtained by the two methods. A deeper analysis demonstrated that this is due to the fact that these problems included a criterion that is highly conflicting with all the other criteria, namely the Mus criterion. However, since most standard scheduling criteria ( $C_{\max }, F t, N w t, T w t$, and others) are not highly conflicting with each other, this does not represent a significant issue for the proposed method. Particularly, since when applied to problems that include only criteria that are not highly conflicting, the ensembles significantly outperform the evolved MO DRs.

The experiments with the ensemble construction method have shown that SEC is already powerful enough to construct high quality ensembles, and that using either E-NSGA-II or E-NSGA-III for that purpose does not improve the results. As such, it makes sense to use SEC as it is simpler and less computationally expensive for constructing ensembles than using MO algorithms for that purpose. Furthermore, the results also show that SEC could already match the performance of MO DRs using a smaller number of rules evolved for each

Table 18: Performance of selected rules and ensembles across criteria on which they were evolved for

|  |  | $C_{\text {max }}$ | Ft | Mus | $N w t$ | Twt |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $C_{\text {max }}$ | NSGA-III | 37.98 |  |  |  | 21.64 |
|  | SEC | 37.97 |  |  |  | 14.15 |
| Twt | NSGA-III | 38.38 |  |  |  | 12.73 |
|  | SEC | 38.83 |  |  |  | 12.74 |
| $C_{\text {max }}$ | NSGA-III | 37.97 |  | 0.120 |  |  |
|  | SEC | 37.98 |  | 0.123 |  |  |
| Mus | NSGA-III | 57.77 |  | 0.476 |  |  |
|  | SEC | 67.43 |  | 0.472 |  |  |
| $C_{\text {max }}$ | NSGA-III | 37.96 | 158.9 |  |  | 19.26 |
|  | SEC | 37.99 | 156.6 |  |  | 14.43 |
| Ft | NSGA-III | 38.63 | 153.5 |  |  | 15.63 |
|  | SEC | 38.24 | 153.5 |  |  | 16.72 |
| Twt | NSGA-III | 38.83 | 173.7 |  |  | 12.87 |
|  | SEC | 38.52 | 178.5 |  |  | 12.87 |
| $C_{\text {max }}$ | NSGA-III | 37.95 | 173.1 |  | 8.427 | 27.44 |
|  | SEC | 37.98 | 158.5 |  | 6.453 | 14.76 |
| Ft | NSGA-III | 38.40 | 153.5 |  | 7.097 | 16.93 |
|  | SEC | 38.29 | 153.4 |  | 6.888 | 16.11 |
| $N w t$ | NSGA-III | 39.35 | 191.0 |  | 6.246 | 12.98 |
|  | SEC | 39.34 | 173.5 |  | 6.247 | 13.14 |
| Twt | NSGA-III | 38.53 | 174.2 |  | 6.37 | 12.72 |
|  | SEC | 38.75 | 181.8 |  | 6.503 | 12.72 |
| $C_{\text {max }}$ | NSGA-III | 37.97 | 183.5 | 0.129 | 8.572 | 25.86 |
|  | SEC | 37.97 | 176.3 | 0.127 | 7.533 | 18.01 |
| $F t$ | NSGA-III | 38.45 | 153.5 | 0.131 | 7.147 | 17.10 |
|  | SEC | 38.61 | 153.5 | 0.138 | 7.109 | 16.79 |
| Mus | NSGA-III | 61.07 | 1197 | 0.049 | 37.71 | 407.9 |
|  | SEC | 74.98 | 1519 | 0.049 | 43.14 | 664.8 |
| $N w t$ | NSGA-III | 38.37 | 178.8 | 0.134 | 6.384 | 13.05 |
|  | SEC | 38.98 | 191.9 | 0.135 | 6.387 | 13.25 |
| Twt | NSGA-III | 38.35 | 178.7 | 0.135 | 6.349 | 13.03 |
|  | SEC | 39.56 | 213.2 | 0.143 | 6.679 | 13.05 |

criterion, but also in a quite short amount of time. However, the best results were achieved when using larger sets of SO rules and given more ensemble evaluations.

On the other hand, regarding the ensemble parameters, we saw that the combination method had a larger effect on the quality of the results, than the ensemble size. The vote combination method was usually better for problems without the Mus criterion, whereas the sum combination method performed better on problems that included this criterion. As such, we can conclude that the sum combination method is more stable across different MO problems. There are probably two reasons for such a behaviour. First, the sum combination method can, in theory, produce more distinct ensembles due to the way in which the ensembles are interpreted, since each rule added to the ensemble could change the decisions of it. In contrast, when using a voting scheme, as long as the majority of rules perform the same decisions, adding a new rule will not affect the decisions of the ensemble. Second, due to the same property, it is more difficult to obtain ensembles that will provide a trade-off between Mus and the other criteria. The reason for this is that the ensemble will either contain more rules that are optimised for Mus or the other criteria, and therefore the entire ensemble will also be biased to perform better for the criteria for which it contains the majority of rules. On the other hand, the sum combination method can provide a better trade-off between the criteria as it uses the priority values directly, and can thus find ensembles in which the rules complement each other. Regarding the ensemble size, it rarely had a significant effect on the results, and in many cases the smallest ensembles of size three already performed well enough.

A very interesting behaviour, both for MO rules and ensembles, was observed when performing additional analyses. Namely, it was shown that Pareto fronts obtained for larger problems that included more criteria, could be also utilised efficiently for smaller problems with a subset of criteria, without any loss in the quality of the Pareto front. This is an interesting observation, which unfortunately can only be applied for Pareto fronts of heuristics. Nevertheless,
it represents a valuable finding since it means that it is not required to obtain 1170 Pareto fronts of DRs for all different MO problems, but rather only for a few selected ones, and that these Pareto fronts also obtain good results when used on problems that include a smaller number of criteria.

Thus, the main findings of this paper can be summarised as follows:

- DRs evolved for optimising SO problems can be effectively combined into ensembles that are suitable for optimising MO problems.
- The ensembles can be constructed using the SEC method that randomly selects rules that should form the ensemble, and a more complex metaheuristic is unnecessary.
- For most problems, ensembles achieved a significantly better performance than MO DRs, and for the problems in which this did not happen, ensembles were still able to match the performance of DRs.
- Pareto fronts of both MO DRs and ensembles show a neat generalisation ability, by which it is possible to reutilise Pareto fronts obtained for larger problems on smaller problems.


## 9. Conclusions and Future Work

In this study, a novel methodology was proposed for creating ensembles of DRs for MO problems by using DRs evolved for individual criteria. Unlike the standard approach in which various MO algorithms are used to generate new DRs, this method combines rules evolved in SO optimisation to obtain ensembles which can efficiently optimise multiple criteria. As such, the goal of this method is to reutilise existing high quality rules for MO problems.

The experiments showed that the ensembles constructed by the proposed methodology are capable of achieving better or equal results in comparison to DRs evolved especially for MO problems. These results show the effectiveness of such an alternative approach to solving MO problems. This shows that using ensembles in the domain of MO optimisation is reasonable, especially as these
two areas were seldom considered in combination. From the additional analyses, a quite interesting behaviour was also observed, namely that Pareto fronts of DRs or ensembles evolved for larger number of criteria can be reutilised for smaller criteria combinations without any performance penalty. This makes it possible to evolve rules or ensembles for larger problems and then reuse them for smaller ones without having to evolve new rules or construct new ensembles. Although this observation is something that can be applied only on Pareto fronts of heuristics, it nevertheless represents a quite interesting feature when applying hyper-heuristic methods in the context of MO problems.

The obtained results and analyses open up several directions in which this research could be extended in the future. First of all, it is important to address the weaker performance of the proposed methodology when considering highly conflicting criteria. Our hypothesis is that this happens due to the too small diversity of the initial rules in such problems. However, more investigation is required to identify more precisely the cause and to propose remedies for it. Secondly, the SEC method in its basis constructs the ensembles completely in a random way. Although this approach has proven to be powerful enough, it would still be interesting to investigate whether a better method for constructing the ensembles could result in improved results. Naturally, the main challenge here lies in how to determine which rules should be included in the ensemble considering MO problems. Finally, we would also like to employ the proposed methodology also on other environments in which hyper-heuristics can be used, in order to determine how general the proposed approach is across 1220 various domains.
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