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Introduction

• Scheduling – allocation of activities (jobs) to 
resources (machines) [1]

• Goal: optimise a given objective

• Motivation: NP-hard problem

• Many real world examples:
– Scheduling in air traffic control

– Scheduling in semiconductor manufacturing

– Therapy scheduling in hospitals

– Scheduling jobs in clusters
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Unrelated machines scheduling

• n jobs which need to be scheduled on m machines

• Job parameters
– Processing time (𝑝𝑖𝑗)

– Release time (𝑟𝑗)

– Due date (𝑑𝑗)

– Weight (𝑤𝑗)

• Scheduling criteria
– Makespan

– Total weighted tardiness

• Dynamic and static conditions
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Solving scheduling problems

• Exact algorithms
– Dynamic programming, branch and bound

• Approximation algorithms

• Heuristic algorithms
– Improvement heuristics

• Genetic algorithms, tabu search

– Constructive heuristics

• Dispatching rules (DRs)
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Solving scheduling problems with DRs

• Create schedule incrementally
– A job is scheduled only when a machine is free

– The order of the jobs is determined by using a priority function

• Examples of priority functions [3]:

– EDD: 
1

𝑑𝑗

– WSPT: 
𝑤𝑗

𝑝𝑗

– ERD: 
1

𝑟𝑗
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Solving scheduling problems with DRs

• Advantages
– Complexity is negligible when compared to other approaches [2]

– Can be used in dynamic and static environments

– Can quickly react to changes in the scheduling environment

• Disadvantages
– Can not create schedules of equal quality as other procedures

– Difficult to design

– Which DR to choose for a given problem instance

7



Creating DRs with GP

• Metaheuristic for solving optimisation problems by 
imitating the evolution process [4]

• Individuals represent mathematical functions and 
expression

• Evolves a priority function:

– 𝑤 ∗ 𝑝𝑡 +
𝑝𝑡

𝑑𝑑
∗ 𝑆𝐿
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Creating DRs with GP

• Schedule generation scheme (SGS) – creates the 
schedule by using a priority function evolved by GP:

– 𝑤 ∗ 𝑝𝑡 +
𝑝𝑡

𝑑𝑑
∗ 𝑆𝐿

while (unscheduled jobs exist) {

wait until a machine becomes ready;

determine the priorities πi of all unscheduled jobs;

schedule the job with the smallest/largest priority;

}
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Creating DRs with GP

• Advantages
– Easy to create new DRs for different scheduling criteria

– Can outperform existing manually designed DRs [5]

• Open questions
– Design of DRs for many-objective and multi-objective problems

– Improving the performance of evolved DRs

– Choosing the best DR to solve a scheduling problem

– Improving performances in static environments

– Interpretability of solutions

– ....
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DRs for multiobjective and many objective 
problems

• Many examples of multiobjective scheduling in real 
world

• DRs for multiobjective criteria are hard to design 
manually

• Not extensively covered in the literature 
– Reducing the multiobjective into a single objective problem [6]

– Optimising five scheduling criteria by a multi objective GP [7] [8]
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DRs for multiobjective and many objective 
problems

• Experiment with several criteria combinations and 
sizes

• Try out different multi-objective and many-objective 
procedures
– NSGA-II

– NSGA-III

– HaD-MOEA

– MOEA/D

• Determine the interdependences between different 
criteria
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Ensembles of DRs

• Motivation: improve performances of DRs by 
ensemble learning methods 

• Used in only one occasion
– Only the Cooperative coevolution procedure [13]

• Use several procedures:
– BoostGP [9]

– BagGP [10] [11]

– Cooperative coevolution [12]

– Simple ensemble combination (proposed)
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Ensembles of DRs

• Create ensembles of DRs used for scheduling

• Analysis of parameter influence

• Use an additional optimisation to reduce ensemble 
size and improve performances

• Testing for several optimisation criteria
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DR selection based on problem instances

• Which of the evolved DRs should be used on an 
unseen problem instance?

• Determine the appropriate DR Based on the problem 
characteristics

• Some research already done in the literature [14] 
[15]
– Only manually designed DRs are used

– Mostly artificial neural networks are used for classification

– No analysis parameter influence
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DR selection based on problem instances

• Instead of manually designed DRs use evolved DRs

• Problem characteristics known in advance and 
approximated during execution

• Open questions 
– Which classification algorithms to use?

– How many DRs to use?

– How to approximate characteristics of problem instances?

– How often should DRs be switched?

– Influence of the learning set?

– ....
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Scheduling in static environment

• A need to build the schedule as fast as possible

• All parameters known in advance

• Improvement heuristics can be slow

• Not covered for the unrelated machines environment
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Scheduling in static environment

• Determine additional information used by GP when 
evolving DRs

• Adjust the SGS

• Use different procedures
– Iterative dispatching rules [16]

– Rollout heuristic [17]
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Conclusion

• DRs evolved by GP have shown to be able to 
outperform manually designed DRs

• Many topics still not adequately covered

• Possibility to significantly improve the results which 
can be achieved by the basic GP

• All approaches applicable in other machine 
environments and scheduling problems
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Title and contibutions

• Automatiziran razvoj pravila raspoređivanja za okruženje nesrodnih
strojeva

1. Postupci raspoređivanja za višekriterijske i mnogokriterijske probleme
raspoređivanja i analiza međusobne ovisnosti kriterija.

2. Razvoj pravila raspoređivanja korištenjem metoda skupnog učenja.

3. Postupak za odabir prilagodljivih pravila raspoređivanja s obzirom na svojstva
instance problema.

4. Razvoj pravila raspoređivanja za primjenu u statičkoj okolini raspoređivanja.

• Automatic development of dispatching rules for the unrelated machines 
environment

1. Scheduling procedures for multi-objective and many-objective scheduling 
problems, and analysis of interdependence between criteria. 

2. Development of dispatching rules by the use of ensemble learning methods.

3. Method for selection of adaptive dispatching rules based on the features of 
the problem instances.

4. Development of dispatching rules for application in the static scheduling 
environment. 
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Title and contibutions - NEW

• Automatiziran razvoj pravila raspoređivanja za okruženje nesrodnih
strojeva
1. Postupak za razvoj pravila raspoređivanja za višekriterijske i mnogokriterijske probleme

raspoređivanja temeljen na genetskom programiranju

2. Primjena metoda skupnog učenja s ciljem poboljšanja kvalitete pravila raspoređivanja.

3. Postupak za odabir prilagodljivih pravila raspoređivanja s obzirom na svojstva instance 
problema.

4. Postupak razvoja pravila raspoređivanja primjenjivih u statičkoj okolini raspoređivanja.

• Automatic development of dispatching rules for the unrelated machines 
environment
1. Procedure for development of dispatching rules for multi-objective and many-objective 

scheduling problems based on genetic programming

2. Application of ensemble learning methods with the objective of improving the quality of 
dispatching rules.

3. Method for selection of adaptive dispatching rules based on the features of the problem 
instances.

4. Procedure for developing dispatching rules applicable in the static scheduling 
environment. 
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Example of an evolved DR

• 𝜋 = 𝑝𝑜𝑠
𝑝𝑜𝑠 𝑤∗𝑆𝐿
𝑤∗𝑝𝑎𝑣𝑔

𝑆𝐿+𝑝𝑚𝑖𝑛

− (𝑝𝑜𝑠 𝑤 ∗ 𝑝𝑡 + 𝑤 ∗ 𝑎𝑔𝑒 −

𝑝𝑚𝑖𝑛

𝑤
− 𝑀𝑅 − 𝑎𝑔𝑒 + 𝑑𝑑 − 𝑝𝑡 + 𝑝𝑚𝑖𝑛 + 𝑝𝑎𝑣𝑔

22



GP algorithm overview
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Title of the thesis

• Automatic development of dispatching rules for the 
unrelated machines environment

• Automatiziran razvoj pravila raspoređivanja za
okruženje nesrodnih strojeva
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Contributions

1. Scheduling procedures for multi-objective and 
many-objective scheduling problems, and analysis 
of interdependence between criteria. 

2. Development of dispatching rules by the use of 
ensemble learning methods.

3. Method for selection of adaptive dispatching rules 
based on the features of the problem instances.

4. Development of dispatching rules for application in 
the static scheduling environment. 
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Contributions

1. Postupci raspoređivanja za višekriterijske i
mnogokriterijske probleme raspoređivanja i analiza
međusobne ovisnosti kriterija.

2. Razvoj pravila raspoređivanja korištenjem metoda
skupnog učenja.

3. Postupak za odabir prilagodljivih pravila
raspoređivanja s obzirom na svojstva instance 
problema.

4. Razvoj pravila raspoređivanja za primjenu u statičkoj
okolini raspoređivanja. 26



Contribution 1

• Scheduling procedures for multi-objective and many-
objective scheduling problems, and analysis of 
interdependence between criteria. 

• Postupci raspoređivanja za višekriterijske i 
mnogokriterijske probleme raspoređivanja i analiza 
međusobne ovisnosti kriterija.
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Contribution 2

• Development of dispatching rules by the use of 
ensemble learning methods.

• Razvoj pravila raspoređivanja korištenjem metoda 
skupnog učenja.
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Contribution 3

• Method for selection of adaptive dispatching rules 
based on the features of the problem instances.

• Postupak za odabir prilagodljivih pravila 
raspoređivanja s obzirom na svojstva instance 
problema.

29



Contribution 4

• Development of dispatching rules for application in 
the static scheduling environment. 

• Razvoj pravila raspoređivanja za primjenu u statičkoj 
okolini raspoređivanja.
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