
Recent advances in traffic sign detection
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INTRODUCTION: MOTIVATIONWhy would we like to dete
t tra�
 signs in images?
2 on-board appli
ations: driver assistan
e, autonomous driving
2 o�-board appli
ations: road safety inspe
tion

Why do we need road safety inspe
tion?
ru
ial for dete
ting safety issues of a road inoperationin pra
ti
e, the inspe
tion mainly 
on
ernsanomalies of the tra�
 
ontrol devi
es:damaged, 
overed, worn-out or stolen signserased or in
orre
tly painted surfa
e markingssafety determined by assessment frequen
y
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INTRODUCTION: MOTIVATION (2)In 
urrent 
ommer
ial pra
ti
e inspe
-tion is performed by expensive and sub-je
tive human experts

An innovation opportunity: automate inspe
tion of the elements oftra�
 infrastru
ture in order to a
hieve better servi
e for less money

assessment: are the mapped elementspresent in a re
ent geo-referen
ed video?

mapping: 
reate the tra�
 inventoryfrom a re
orded geo-referen
ed video
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INTRODUCTION: CHALLENGES

2 low pre
ision (false positives)

2 multiple responses

2 lo
alization ina

ura
y

2 lateral displa
ement
2 distan
e along the opti
al axis

2 non-standard orientation
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INTRODUCTION: OPEN QUESTIONS

2 multi-
lass dete
tion ofideogram-based signs 2 a prin
ipled approa
h to dealwith layout variability
2 dete
ting foreground motion

Traffic sign detection: Introduction (4) 6/34



DATA: ASSUMPTIONSWe 
onsider SDTV video a
quired from the driver'sperspe
tive along the Croatian lo
al roads(720×576 pixels, HFOV=48◦)

Typi
ally, signs leave the �eld of view whenthey are about 80 80 pixels large(may be smaller due to lateral displa
ement)One has to deal with noisy pixels, motion blur and unreliable 
olours
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DATA: ANNOTATIONLarge sample 
olle
tions required for proper test and trainingWe developed a 
ustom software tool(Marker) to 
olle
t samples from video

We systemati
ally annotated many hours ofprodu
tion video provided by partners(all kinds of tra�
 signs were annotated)

Ea
h physi
al sign is annotated four times as follows:

We 
olle
ted about 7500 annotations of di�erent sign 
lasses.
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DATA: FOCUSWe fo
us on the 
lass of danger warning signs sin
e:
2 most frequent: 3000 of 7500 annotations total (almost 50%)
2 well standardized a

ording to the Vienna Convention (1968)
2 resear
h results likely relevant for other ideogram-based signs

This leaves out only the dire
tion signs, some signs from the information
lass and additional panels.
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DATA: DATASETSWe organize the 3000 annotated samples of danger warning signs intotwo datasets:

2 T2009: 2000 signs a
quired with interla
ed 
amera
2 T2010: 1000 signs a
quired with a progressive 
amera
2 we use T2009 for training (left), T2010 for evaluation (right)

Both the datasets and our annotation program 
an be freely downloadedfrom the web site of our resear
h proje
t:proje
t home: http://www.zemris.fer.hr/~ssegvi
/mastif/index_en.shtmldatasets: http://www.zemris.fer.hr/~ssegvi
/mastif/datasets.shtmlmarker: http://www.zemris.fer.hr/~ssegvi
/mastif/marker/marker.zip

Traffic sign detection: Data (4) 10/34

http://www.zemris.fer.hr/~ssegvic/mastif/index_en.shtml
http://www.zemris.fer.hr/~ssegvic/mastif/datasets.shtml
http://www.zemris.fer.hr/~ssegvic/mastif/marker/marker.zip


DATA: DATASETSWe organize the 3000 annotated samples of danger warning signs intotwo datasets:

2 T2009: 2000 signs a
quired with interla
ed 
amera
2 T2010: 1000 signs a
quired with a progressive 
amera
2 we use T2009 for training (left), T2010 for evaluation (right)

Both the datasets and our annotation program 
an be freely downloadedfrom the web site of our resear
h proje
t:
2 proje
t home: http://www.zemris.fer.hr/~ssegvi
/mastif/index_en.shtml

2 datasets: http://www.zemris.fer.hr/~ssegvi
/mastif/datasets.shtml

2 marker: http://www.zemris.fer.hr/~ssegvi
/mastif/marker/marker.zip

Traffic sign detection: Data (4) 10/34

http://www.zemris.fer.hr/~ssegvic/mastif/index_en.shtml
http://www.zemris.fer.hr/~ssegvic/mastif/datasets.shtml
http://www.zemris.fer.hr/~ssegvic/mastif/marker/marker.zip


BASELINE DETECTION: ALTERNATIVESApproa
hes based on dete
ting primitives su
h as 
olour and geometryresulted in insu�
ient dete
tion and poor pre
ision:
2 
olour-based dete
tion with hardwired thresholds over HSI
2 Hough transform approa
h for 
ir
ular signs
2 radial symmetry for triangular signs

Mu
h better results a
hieved when looking at pixels dire
tly:

2 sliding window approa
h: binary 
lassi�-
ation at all image positions and s
ales
2 advantage: work dire
tly with sensed data(fo
us on grey-s
ale appearan
e)

2 liabilities: 
omplexity (10
6 queries/image), large training datasets

Traffic sign detection: Baseline detection 11/34



BASELINE DETECTION: BHC PROSBoosted Haar 
as
ades: a great approa
h to dete
t obje
ts in images

Haar 
lassi�er: Haar feature + threshold + polarityboosted 
lassi�er: an ensemble of simpleHaar 
lassi�ersthe 
as
ade 
onsists of boosted 
lassi�erswith in
reasing 
omplexity(most queries will be negative!)
omplexity is tuned by training ea
h stageon false positives of its prede
essors!ex
ellent ratio of performan
e vs
omputational burden(720 576 images, quad CPU: 50ms)en
ouraging re
all: over 95% signs dete
ted [its
11℄
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BASELINE DETECTION: BHC CONSAlthough very good, boosted Haar 
as
ades do not provide enoughperforman
e for automated operation:

2 strong dependen
e on sign size

2 
olour may help only with large signs [bona
i11
vww℄

unsatisfa
tory pre
ision, 50% or lowerBHCs poor at generalizing over unseen negativeslo
alization a

ura
y leaves to desire:we 
are be
ause bad lo
alization hurts re
ognition [its
10℄!
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METHOD: APPROACHCas
ading 
lassi�ers of in
reasing 
omplexity works great.

The proposed approa
h follows the same tra
k:
on�gure BHC for high re
all (skip heuristi
 grouping!)devise additional te
hniques to improve pre
ision and lo
alization

These additional te
hniques 
an be 
omputationally expensive withouthurting overall performan
e!our BHC-s (2000 training samples, 95% re
all) typi
ally let by lessthan 10 false positives per image!

The 
on
ept of heterogeneous 
lassi�
ation 
as
ades 
an be furtherapplied at the level of temporal dete
tion sequen
es in video!
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METHOD: THE BIG FIGUREThe devised dete
tion pipeline:

2 baseline dete
tion by boosted Haar 
as
ades
2 introdu
e a strong 
lassi�er in the additional 
as
ade stage toimprove pre
ision

2 enfor
e temporal 
onsisten
y by di�erential tra
king to improvelo
alization a

ura
y and further improve pre
ision
2 enfor
e learned 
ontextual 
onstraints to further improve pre
ision

The last two stages operate on dete
tion tra
ks: temporal sequen
es oftra�
 sign position, s
ale and appearan
e

Traffic sign detection: Method (2) 15/34
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METHOD: ADDITIONAL STRONG CLASSIFIERA heterogeneous 
as
ade for obje
t dete
tion in images [bona
i11
vww℄:
2 use boosted Haar 
as
ade for fast reje
tion of easy negatives
2 use a strong 
lassi�er to de
ide about the hard 
ases

2 suitable ANN applied to a HOG des
riptor
2 similar results a
hieved by SVM+HOG

How do we 
ombine the BHC and ANN+HOG?train a BHC for max re
all and reasonable pre
ision on T2009train ANN+HOG on BHC false positives 
olle
ted on T2009perform dete
tion by applying ANN+HOG to the BHC survivorsimportant: the above must be performed before the grouping step

Traffic sign detection: Method (3) 16/34
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METHOD: ADDITIONAL STRONG CLASSIFIER (2)The results:

2 pre
ision: 57% → 89%!

2 re
all: only slightly worse!

2 lo
alization: slightly better!

The surviving false positives:

Dete
tion rate (left) and lo
alization a

ura
y (right), BHC (red) andBHC || ANN+HOG (blue), depending on the sign size:

Traffic sign detection: Method (4) 17/34
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METHOD: ADDITIONAL STRONG CLASSIFIER (3)Some results (blue: BHC, red: ANN+HOG):
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METHOD: CONSISTENCYIdea: require that dete
tion sequen
es be temporally 
onsistent [mva11℄
2 top: raw dete
tion 
hain, bottom: the desired dete
tion tra
k

Approa
h:tra
k many dete
tion hypotheses along the sequen
epi
k the one whi
h re
eives most dete
tions!Bene�ts in 
omparison to dete
tion 
haining:reje
t false positives whi
h are i) temporally in
onsistent or ii) largebetter lo
alization due to i) la
k of grouping, and ii) integratingeviden
e from many framesimproved 
han
es for distinguishing small obje
ts from ba
kground
lutter

Traffic sign detection: Method (6) 19/34
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METHOD: CONSISTENCY (2)Implementation details:

2 seed a new dete
tion tra
k hypothesis in the interior of ea
hdete
tion displa
ed from all a
tive hypotheses

tra
k all hypotheses in parallel by 
ombining the dete
tor and thetra
ker (somewhat in the spirit of parti
le �lter)group overlapping hypotheses into 
lusters 
orresponding to distin
tphysi
al signswhen all hypotheses of a 
luster are lost, pi
k the hypothesis withmost eviden
e from raw dete
tions

Traffic sign detection: Method (7) 20/34
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METHOD: CONSISTENCY (3)Results:

2 near 100% re
all on the system level

2 2 false positives in 11000 tra�
 images(vs 14 with a 
riterion based on dete
tion 
hains)
2 measurable improvement in lo
alization a

ura
y

Raw dete
tion responses (top) vs dete
tion tra
ks (bottom):
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METHOD: CONSISTENCY (4)Some hard 
ases:

D0:26 D1:29

D2:32

D3:47

D0:35.5

D1:47

F6G4:7F13G4:4

F16G9:1
F17G10:1

#6(0)=0 Ra:4.4 M:0.65
T:9 D:7 A09

F347G93:5/13

#347(0)=0 Ra:5.3 M:0.75
T:13 D:5 A09

D0:26

D1:51

D2:68

F58G31:9/23

#58(0)=0 Ra:2.0 M:1.18
T:23 D:9 A25

D0:28
D1:42

F2G1:13/19

#2(0)=0 Ra:3.7 M:0.90
T:19 D:13 A33

D0:50

D1:32

D2:39

D3:57

D4:75

F1G0:16/17

#1(0)=0 Ra:3.1 M:1.00
T:17 D:16 A03
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METHOD: SPATIO-TEMPORAL CONSTRAINSFo
us on spatio-temporal properties of tra�
 sign o

uren
es:
2 at whi
h image lo
ations and s
ales the signs typi
ally o

ur?
2 whi
h typi
al traje
tories do the signs follow?
2 learn a dis
riminative model for 
lassifying dete
tion tra
ks intosigns and not-signs
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METHOD: SPATIO-TEMPORAL CONSTRAINS (2)Camera type and pla
ement do not 
hange ⇒ 
an reason in pixels!

Vehi
le speed does 
hange look at sequen
es of x/s
ale and y/s
ale!

Not all signs are visible at all s
ales must either extrapolate or imputeunknown data points!
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METHOD: SPATIO-TEMPORAL CONSTRAINS (3)We tested the 
on
ept before we developed the strong 
lassi�er in theadditional 
as
ade stage

Best re
ognition a
hieved with Bayesian networks and imputation

The best 
lassi�er managed to dis
ard 82% false positives whileretaining 98% re
all
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TOWARDS MULTI-CLASS DETECTION: OVERVIEWWhy would we like to have one multi-
lass dete
tor instead of nsingle-
lass dete
tors?

Be
ause for ideogram-based tra�
 signs !...

How about parallelization?MIMD (multi
ore): linear dete
tion speedup on a quad 
ore CPUhowever, a�ordable many-
ores are not 
oming anytime soonSIMD (GPU): not suitable for implementing 
as
ades[ghorayeb06a

v℄

To 
on
lude, advan
es towards logarithmi
 in
rease of 
omplexity withrespe
t to would be � very interesting!
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TOWARDS MULTI-CLASS DETECTION: INDIVIDUAL
DETECTORS
lass # training # evaluation re
all false alarms/image2150 886 96.2% 4.4

645 377 100% 9.7106 8 87.5% 12.1337 49 98.0% 12.9

For homogeneous 
lasses (last two rows), fairly good results 
an beobtained even with few training samples!
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TOWARDS MULTI-CLASS DETECTION: CBTCluster boosted trees [wu07i

v℄:a 
lassi�
ation approa
h based on feature sharing

Major advantage with respe
t to JointBoost:suitable for dete
tion in a sliding window
2 the 
lassi�
ation gradually fo
uses, no need to
al
ulate all features to evaluate a query!

The training pro
eeds like in usual boosting ex
ept that:the tree is split whenever a newly addednode has low dis
riminative powerafter the tree is 
onstru
ted, the thresholdsare separately retrained for ea
h leaf 
lass
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TOWARDS MULTI-CLASS DETECTION: CBT (2)The a
hieved performan
e (Haar 
lassi�ers) and the resulting tree:

Bran
h splitting o

urs when a newlyadded feature is not dis
riminative (testis based on Bhatta
harya distan
e)There is a big performan
e gap between shared and dedi
ated features!50% vs 90% for the yield signa possible way to deal with that: introdu
e more 
omplex featuresin advan
ed stages
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TOWARDS MULTI-CLASS DETECTION: GENERIC
DETECTIONBy looking at the pixel varian
e one 
an re
over the shape of thetra
ked obje
t [mva11℄:

→

→

We 
urently resear
h ways to employ this 
on
ept for bottom-updete
tion of o

luding shapes [brki
11s
ia℄great potential for dete
ting all kinds of table-like obje
ts!pre
ondition: su

essful tra
king of features at signs
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CONCLUSIONSingle-
lass dete
tion of ideogram-based tra�
 signs:
2 baseline dete
tion (BHC) a
hieves about 95% re
all with meanrelative displa
ement of 17% and about 1 false positive per image

2 if only large signs are 
onsidered, the re
all approa
hes 100%

2 additional �lter (ANN+HOG) redu
es the false positive in
iden
e toabout 1 in 9 images, while retaining re
all
2 a 
riterion based on dete
tion 
hains redu
es false positives toabout 1 in 700 images
2 temporal 
onsisten
y redu
es false positives to about 1 in 50000,and improves the mean relative displa
ement to 12%

2 spatio-temporal 
onstraints show potential for resolving theremaining false positives
Traffic sign detection: Conclusion 31/34



FUTURE WORKBridging the gap between multi-
lass dete
tion with shared-features anddedi
ated per-
lass dete
tors

Generi
 dete
tion of table-like obje
ts

Dete
ting and re
ognizing dire
tion tables regardless of 
olour

Dete
ting and re
ognizing lane 
on�guration signs
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Thank you for your attention!

This work has been jointly performed byKarla Brki¢, Zoran Kalafati¢, Axel Pinz and the presenter.Parts of this work have been performed by our undergraduate studentsIgor Bona£i, Ivan Kova£ek and Ivan Kusali¢.

We are grateful for the support by Croatian S
ien
e Foundation,Institute of Tra�
 and Communi
ations, and Graz University of Te
hnology.
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