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Abstract—This work deals with multi-label classification of traffic scene images. We introduce a novel labeling scheme for the traffic scene dataset FM2. Each image in the dataset is assigned up to five labels: settlement, road, tunnel, traffic and overpass. We propose representing the images with (i) bag-of-words and (ii) GIST descriptors. The bag-of-words model detects SIFT features in training images, clusters them to form visual words, and then represents each image as a histogram of visual words. On the other hand, the GIST descriptor represents an image by capturing perceptual features meaningful to a human observer, such as naturalness, openness, roughness, etc. We compare the two representations by measuring classification performance of Support Vector Machine and Random Forest classifiers. Labels are assigned by applying binary one-vs-all classifiers trained separately for each class. Categorization success is evaluated over multiple labels using a variety of parameters. We report good classification results for easier class labels (road, $F_1 = 98\%$ and tunnel, $F_1 = 94\%$), and discuss weaker results (overpass, $F_1 < 50\%$) that call for use of more advanced methods.

I. INTRODUCTION AND RELATED WORK

Traffic scene classification is an emerging topic with considerable importance in the field of intelligent transportation systems. With the increased availability of cameras in vehicles (either on mobile devices or as embedded hardware in luxurious car models), there are more and more possibilities for simplifying common intelligent transportation tasks. We are especially interested in improving fleet management systems. Fleet management systems are used to track the status of fleets of vehicles belonging to various kinds of companies (e.g. taxi, delivery, cargo transport etc.). They use GPS sensors to track the location of the vehicle, but have little information about the vehicle’s environment. Some useful information about the vehicle’s surroundings can be inferred by using a camera to record images from the driver’s perspective, and then solving a classification problem to detect interesting types of traffic scenes and scenarios. For example, this approach can be used to identify traffic jams, or to differentiate open road environments from urban/rural roads or tunnels.

Image classification in general is a common topic in computer vision, extensively researched in great number of papers. Active research focuses mainly on recognizing images in a large number of diverse classes [1]. The performance of new image classification techniques is usually evaluated on one or more of many publicly available benchmark datasets (e.g. Pascal VOC, Caltech 101, LabelMe etc). This enables a simple and meaningful comparison of state-of-the-art methods applied on various domains.

A common approach to image classification is to first reduce the dimensionality of the image representation using an image descriptor, and then use a general-purpose classifier to perform the classification. Commonly used classifiers are Support Vector Machine (SVM) [2] and Random Forest [3]. Among the best performing general-purpose image descriptors are the bag-of-words model [4], [5], [6], and its derivatives: Locality-constrained Linear Coding (LLC) [7], Fisher vectors (FV) [8] and Spatial Fisher vectors (SFV) [9]. The basis of these methods is finding local image features (e.g. SIFT [10]) and expressing their distribution and relative spatial relations, thus producing a short code that represents the image. Another successful image descriptor is GIST [11], [12], which is not general-purpose, but is designed specifically for scene classification purpose. It captures a set of semantic properties of an image (e.g. naturalness or openness) by measuring responses from several orientation filter over a fixed grid.

The volume of work focused on classifying traffic scenes is considerably smaller than generic image classification research. A small number of works apply general-purpose methods on the problem [13]. Most works present methods that are crafted specifically for classification and understanding of traffic scenes. For instance, Tang and Breckon [14] identify three regions of interest in a traffic scene image: (i) a rectangular region near the center of the image, (ii) a tall rectangular region on the left side of the image and (iii) a wide rectangular region at the bottom of the image. Each of the three regions of interest is represented by a predefined set of local features, as specific features are expected to respond to specific structures which occur in a traffic scene image (e.g. road, or road edge). They introduce a new dataset with four classes: motorway, offroad, trunkroad and urban road. Mioulet et al. [15] build on the ideas of Tang and Breckon [14], retaining the three predefined regions of interest, but representing them with different types of local features and using dedicated hardware.

In our previous work [16], [13], we evaluated classification of traffic scenes in a single-label setup. The main focus was not on the selected labeling approach, but instead on minimizing the image representation size, and on discussing implementation issues specific to fleet management systems. In this paper we evaluate the multi-label classification performance of general purpose image classification methods on traffic scene images. We use the bag-of-words and GIST descriptors combined with SVM and Random Forest classifiers. The performance is evaluated on the FM2 dataset1 [13] of traffic scene images. Publicly available labeling assigns a single label to each image, even in cases where an image clearly belongs to two or more classes. We introduce a novel labeling scheme for this dataset, in which each image is assigned up to five

1http://www.zemris.fer.hr/~ssegvic/datasets/unizg-fer-fm2.zip
The publicly available labeling of the FM2 dataset assigns a single label per image. In reality, many traffic scenes belong to more than one class (for example, classes settlement and overpass are not mutually exclusive). Using a single-label classifier in such cases results in an unnecessary loss of information. For that reason, a multi-label approach, in which a set of class labels can be assigned to a single image is a more appropriate solution. In our novel labeling scheme each image is assigned a set of class labels.

We selected five class labels: settlement, road, tunnel, traffic and overpass. The overview and brief description of the classes is given in Table I. Classes settlement, open road and tunnel describe the location of the vehicle, and their labels are mutually exclusive. Classes overpass and traffic were chosen because they are interesting for fleet management systems, as described in [16], [13]. The overpass class label usually coexists with the road label, but it can also occur in settlements. The traffic label can occur with any other label. It is also possible that it will be the only label assigned to an image (if a large truck directly in front of camera completely obstructs the view). Some examples of labeled images are shown in Figure 1.

III. METHODS

In this paper, we compare two different image representations in a multi-label classification setting. The first considered representation is the bag-of-words model [17], and the second considered representation is the GIST descriptor [11], [12]. For each of these representations, we trained two different classifiers: Support Vector Machine (SVM) [2] and Random Forest [3].

A. Multi-label classification methods

Existing methods for multi-label classification fall into two main categories [18]: (i) problem transformation methods and (ii) algorithm adaptation methods. The problem transformation methods transform the original problem into one or more single-label classification or regression problems. The algorithm adaptation methods do not transform the problem, but rather they adapt the learning algorithms themselves to handle multi-label data. Since we want to evaluate (among other things) the performance of standard SVM algorithm on this problem, we focus on the problem transformation methods. Two most commonly used problem transformation methods [19] are label power-set method [20] and binary relevance [21].

Label power-set method works by assigning each distinct subset of labels that occurs in the data its own unique label, thus transforming multi-label problem into a single-label one. This method will capture any existing dependence between labels (e.g. in FM2 dataset label overpass must coexist with either road or settlement label, while it cannot coexist with tunnel label). One major problem with this approach is having a large number of classes: in case of K labels, the number of resulting classes can be up to 2^K. This usually leads to some classes being represented with very few examples. Since number of examples per class is already low in the FM2 dataset, we chose not to use this method. Instead, we used the binary relevance method.

Binary relevance method works by creating K datasets from the original dataset, where K is the number of classes, and training a separate classifier for each of them. Each of the K datasets contains the same samples as the original dataset, but the labels are different, as they indicate whether the given sample belongs to the class k. Once the transformed datasets are obtained, it is a simple matter to train a binary classifier on each of them. The output for each sample is the union of the outputs for all K classifiers. Even though this method is unable to learn the dependence between labels, it has other advantages. It is suited for applications where label relationships may change over datasets (e.g. it might be able to properly classify scenes with both labels settlement and overpass, even if no such examples were present in the original training dataset). Its main advantage, however, is its low computational complexity, which scales linearly with the number of classes.

B. The bag-of-words model

The bag-of-words image representation was adopted into computer vision from the field of text mining. In text mining, a bag-of-words model represents a textual document by a histogram of occurrences of words from a dictionary (thus disregarding their ordering in the document). Similarly, an image can be represented by a histogram of visual words. Local image features can be used as visual words, but the number of all possible local features is too large to represent a dictionary. For this reason, a dictionary of visual words is obtained by sampling local image features from each image in a dataset, and then clustering them into a set of more manageable size. Each cluster center represents a single visual word, and any local feature is considered to be the same visual word as its nearest cluster center. In this work we used SIFT (Scale Invariant Feature Transform) [10] algorithm to extract local features, and k-means clustering [22] to produce a dictionary of visual words.

Extraction of SIFT features was done using the implementation from the VLFeat library [23]. Local SIFT features are considered to be stable if they are invariant to changes in scale, orientation, illumination and noise. In the VLFeat library, the amount of features extracted from an image is regulated by two parameters of the extraction algorithm: peak-thresh and edge-thresh. The peak-thresh parameter represents the threshold on the contrast of the extracted features and is used to discard the low-contrast features. The edge-thresh parameter represents the threshold on the curvature of the extracted features, and is used to discard edge responses in favor of corner responses. The effect of varying these parameters can be seen on Figures 2, 3, 4 and 5.

A dictionary of visual words was obtained by organizing sampled local features into clusters. We used k-means cluster-
### Table I: Selected class labels

<table>
<thead>
<tr>
<th>class label</th>
<th>class description</th>
<th>number of occurrences</th>
</tr>
</thead>
<tbody>
<tr>
<td>settlement</td>
<td>vehicle is in a settlement</td>
<td>412</td>
</tr>
<tr>
<td>road</td>
<td>an open road scene</td>
<td>5239</td>
</tr>
<tr>
<td>tunnel</td>
<td>vehicle is in a tunnel, or directly in front of it</td>
<td>681</td>
</tr>
<tr>
<td>traffic</td>
<td>other vehicles are visible</td>
<td>2411</td>
</tr>
<tr>
<td>overpass</td>
<td>vehicle will soon be, or is already under an overpass</td>
<td>194</td>
</tr>
</tbody>
</table>

#### Fig. 1: Examples of labeled images

(a) road  
(b) tunnel  
(c) settlement, traffic  
(d) road, overpass  
(e) tunnel, traffic  
(f) road, overpass, traffic

#### Fig. 2: Effects of varying the peak-thresh parameter

(a) Test image for setting the peak-thresh parameter
(b) Detected features for varying values of parameter peak-thresh
   (starting from top left: 20, 10, 5, 0)

#### Fig. 3: Effects of varying the edge-thresh parameter

(a) Test image for setting the edge-thresh parameter
(b) Detected features for varying values of parameter edge-thresh
   (starting from top left: 7, 10, 15, 25)

The clustering algorithm [22] is run several times to increase the chance of finding the global optimum.

### C. The GIST image descriptor

While the bag-of-words model can be applied to images of any kind, the GIST descriptor [11], [12] has been developed specifically for scene recognition. It is a low dimensional representation of the scene that captures perceptual features.
of the scene that are meaningful to a human observer, such as naturalness, openness, roughness, etc. To calculate the GIST descriptor, one first subdivides the image into 16 regions (a $4 \times 4$ grid), and then concatenates the average energies of 32 orientation filter responses (8 orientations on 4 scales) for each cell. Therefore the length of the feature vector is $16 \cdot 32 = 512$. Since GIST is designed to ignore accidental presence of small objects in the scene, we expect it to perform better on class labels road, settlement and tunnel than on traffic and overpass (depending on how much the other vehicles / overpass are dominant in the scene).

D. Support Vector Machine

Support Vector Machine (SVM) [2] is a binary classifier which constructs a maximum-margin hyperplane that divides two sets of vectors. The construction of the hyperplane is done in the learning stage using labeled vectors. SVM is expected to generalize well because of maximizing the margin between sets. To allow for outliers in the learning dataset, we chose to use a variant of the algorithm called soft-margin SVM. It introduces an error term $\xi_i$ that allows for misclassified instances, thus sacrificing linear separability in favor of stability:

$$\arg\min_{w,\xi,b} \left( \frac{1}{2}||w||^2 + C \sum \xi_i \right)$$

where $y_i$ is the class label of point $x_i$, and $w$ and $b$ are the parameters of the hyperplane. Parameter $C$ can be used to choose how much error is to be allowed in the classification process. The lower it is, the more outliers will be tolerated. The higher it is, the closer we get to regular SVM algorithm. Figure 6 illustrates the effects of varying the parameter $C$. Big circles represent the vectors that are taken into consideration when maximizing the margin of the hyperplane.

E. Random Forest classifier

Random Forest classifier was developed by Breiman and Cutler [3]. The basic idea of the algorithm is to combine
Subsequently, we trained five separate binary classifiers in a $K$-method on the dataset with becomes. The higher the parameter $m$ is, the greater the correlation, but the lower the error of individual trees. The higher the parameter $m$ directly affects the level of correlation and the error of individual trees. The higher the parameter $m$ is, the greater the correlation, but the lower the error of trees becomes.

A Random Forest consists of many decision trees, where each tree is different because of randomized initialization. The final outcome of the classification is decided by voting of all decision trees. The error of a Random Forest classifier depends on the errors of individual decision trees, as well as on the level of correlation between trees (high correlation results in greater error). Parameter $m$ directly affects the level of correlation and the error of individual trees. The higher the parameter $m$ is, the greater the correlation, but the lower the error of trees becomes.

**IV. Experiments and Results**

In this section we describe the performed multi-label classification experiments. Each image in the dataset was represented using both bag-of-words and GIST image descriptors. Since we used binary relevance multi-label classification method on the dataset with $K = 5$ classes, the labels of the dataset were separated into five distinct sets, one for each class. Subsequently, we trained five separate binary classifiers in a one-vs-all fashion. We used 70% of each set for training, while the rest was used for evaluation. The output for each sample is the union of the outputs for all $K$ classifiers. The classifiers we evaluated were Support Vector Machine (SVM) and Random Forest. Two types of classifiers in combination with two types of image descriptors yield a total of four different classification setups.

For the GIST descriptor we used an implementation provided by its authors [11]. For the bag-of-words descriptor we used the solution developed in [24], which uses the VLFeat library [23] implementation of the SIFT algorithm. For the SVM and Random Forest classifiers we used the scikit-learn Python library [25]. The same library provides an implementation of $k$-means clustering algorithm, which was used to produce the dictionary of visual words in bag-of-words model. A simple grid search optimization was used to tune the parameters $C$ and $m$ of the classifiers, but the results were nearly identical for a wide range of parameter values.

The performance measure we chose to use if the F1 measure, which is the harmonic mean of precision and recall measures, and is calculated as:

$$F1 = \frac{2T_p}{2T_p + F_n + F_p}$$

where $T_p$, $F_n$ and $F_p$ are the number of true positives, false negatives and false positives, respectively.

The detailed per-class results are shown in Table II. All combinations of classifiers and descriptors have shown similar performance for every class. Very good performance was achieved on road and tunnel classes ($F1 \geq 0.94$). Moderate performance was achieved on settlement and traffic classes (0.64 $\leq F1 \leq 0.86$). Very poor performance was shown on the class overpass ($F1 \leq 0.51$). For successful classification of overpass and traffic images, in many cases it is necessary to consider some small detail of the scene (the overpass and vehicles are often in the distance, and rarely dominate the scene). Since GIST is designed for scene recognition, rather than being a general-purpose descriptor, it is not surprising that it often fails to capture such details. Similarly, our implementation of bag-of-words model is expected to have problems with the same type of images. Since the implementation we used extracts only stable SIFT features, it is likely that in many cases very few local features were extracted in the regions of important, but small details in the scene. It is important to note that the dataset contains several thousand images with the traffic label, but only a couple hundred with overpass label, which explains the difference in performance for those classes. The class tunnel is easy to classify because all the tunnel images are very similar to each other, and very different from images of other classes. On the other hand, the appearance of settlement images varies greatly, which makes their classification a more difficult task. To improve the classification performance of settlement class, we should include much more training examples. The best performance is achieved for road images, which are the most occurring image type in in the dataset, are not defined by small details in the scene, and are similar to each other in appearance.

**V. Conclusion and Future Work**

The proposed methods have shown remarkably good results for some class labels (road and tunnel), while performing rather poorly on some other class labels (overpass). Both classifiers (SVM and Random Forest), and both descriptors (bag-of-words) showed similar level of performance (both overall, and per-class). Therefore, we conclude that classes settlement and traffic are moderately hard to classify, and the class overpass is very hard to classify. This calls for use of more advanced methods, and expansion of the dataset to include much more instances of those classes (especially for the case of settlement, which is the class with the greatest variability in appearance). The GIST descriptor is designed for scene classification, and is expected to perform poorly in capturing small details in a scene (such as occasional vehicle and overpass in the distance). Performance of bag-of-words model is expected to be improved by using dense SIFT extractor, instead of the keypoint-driven one, because
in many occasions there were too few local features captured on some important part of the scene (such as a vehicle or an overpass in the distance). Other possible improvements include using RootSIFT method for comparing SIFT descriptors [26], adding spatial coding to bag-of-words (SPM or 1+4+3), and using RBF or other kernel in case of SVM. For our future work, we plan to expand the scope of multi-label classification experiments to the same extent as single-label experiments in our previous work [13]. This includes evaluating other types of image descriptors (Locality-constrained Linear Coding and Spatial Fisher vectors) as well as considering very small image representations. That will give us a strong basis for comparison of single-label vs multi-label classification performance from the user’s standpoint.
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<table>
<thead>
<tr>
<th>SVM (C = 1) on bag-of-words</th>
<th>Random Forest (500 trees) on bag-of-words</th>
</tr>
</thead>
<tbody>
<tr>
<td>precision recall F1</td>
<td>precision recall F1</td>
</tr>
<tr>
<td>settlement</td>
<td>settlement</td>
</tr>
<tr>
<td></td>
<td>0.76 0.78 0.77</td>
</tr>
<tr>
<td>tunnel</td>
<td>0.94 0.94 0.94</td>
</tr>
<tr>
<td></td>
<td>0.99 0.97 0.98</td>
</tr>
<tr>
<td>road</td>
<td>0.62 0.70 0.66</td>
</tr>
<tr>
<td></td>
<td>0.97 1.00 0.98</td>
</tr>
<tr>
<td>overpass</td>
<td>0.47 0.39 0.42</td>
</tr>
<tr>
<td></td>
<td>1.00 0.06 0.11</td>
</tr>
<tr>
<td>average</td>
<td>0.88 0.88 0.87</td>
</tr>
<tr>
<td></td>
<td>0.92 0.83 0.86</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>SVM (C = 1) on GIST descriptor</th>
<th>Random Forest (500 trees) on GIST descriptor</th>
</tr>
</thead>
<tbody>
<tr>
<td>precision recall F1</td>
<td>precision recall F1</td>
</tr>
<tr>
<td>settlement</td>
<td>settlement</td>
</tr>
<tr>
<td></td>
<td>0.59 0.97 0.73</td>
</tr>
<tr>
<td>tunnel</td>
<td>0.92 0.96 0.94</td>
</tr>
<tr>
<td></td>
<td>0.99 0.99 0.99</td>
</tr>
<tr>
<td>road</td>
<td>0.71 0.79 0.75</td>
</tr>
<tr>
<td></td>
<td>0.99 0.99 0.99</td>
</tr>
<tr>
<td>overpass</td>
<td>0.36 0.87 0.51</td>
</tr>
<tr>
<td></td>
<td>1.00 0.30 0.46</td>
</tr>
<tr>
<td>average</td>
<td>0.88 0.92 0.90</td>
</tr>
<tr>
<td></td>
<td>0.96 0.90 0.92</td>
</tr>
</tbody>
</table>

TABLE II: results for linear SVM (C = 1) and Random Forest classifiers (500 trees) on the bag-of-words and GIST descriptors