
Računalni vid

Modeli utemeljeni na pažnji

Marin Oršić
Siniša Šegvić
UniZg-FER D307

Xfrmrs → 1/55



AGENDA
Part 1: attention in natural language understanding

□ complementing recurrent models with attention

□ basic and extended formulation, transformer architecture

Part 2: attention for visual recognition
□ visual transformers, shifted windows etc

Part 3: properties of visual transformers
□ self-supervised learning

□ robustness, generalization quality, inductive biases
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NLP: RECURRENT RECOGNITION
Classic recurrent models for natural language (cca 2014) involve recurrent encoder (left)
and recurrent decoder (right):

[tutek22du]

Hidden state of the encoder (light green)
absorbs the input (bottom-left).

Decoder inputs the encoder state (left)
and the translation so far (bottom-right).

Decoder produces the output while using
its hidden state (dark green) as memory

Weaknesses: i) the encoder state unable
to remember the entire input sequence,
ii) slow sequential learning.
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NLP: RECURRENCE + ATTENTION

[tutek22du]

Idea: instead of remembering everything, the de-
coder learns to associate its state with an appro-
priate mix of encoder states.

The mix is produced by weighted pooling within the
attention module.

The weights correspond to the similarity between
the current decoder state and all encoder states.

Each decoder output observes the current de-
coder state (that encodes the broad sense) and
a pool of encoder states (that encode the details).
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NLP: RECURRENCE + ATTENTION

[tutek22du]
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NLP: BASIC ATTENTION
All kinds of attention rest upon similarity between keys K and the query q.

In recurrent seq2seq models these are defined as:

k(t′) = h(t
′)

enc , t′ ∈ [0..T⟩

q(t) = h(t)dec.

We denote scalar similarity between the q(t) and all k(t′) as:

s(t,t′) = sim(q(t), k(t′))
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NLP: BASIC ATTENTION (2)
The basic attention requires similarity between the query and all T keys:

s(t)K = sim(q(t),K), where s(t)K ∈ RT, and K = [k(1), . . . , k(T)] .

Similarities are normalized to a probability distribution:

α
(t)
K = softmax(s(t)K ) .

Finally, the attention outputs a weighted pool of the hidden encoder states:

attn(q(t),K) =
T∑
t′

α
(t)
t′ k(t′) .

Xfrmrs → NLP (5) 7/55



NLP: BASIC ATTENTION (3)
To conclude, the basic attention recovers a conditioned pool of the input set K.

□ the pooling mechanism is conditioned upon the query q.

□ different queries give rise to different pools

□ no parameters involved so far

Important property: attention is invariant to permutations
□ extremely good fit for recognition upon graphs!

□ works quite good for vision as well
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NLP: SIMILARITY
How to formulate similarity?

1. differentiable module with parameters W1 (matrix) and w2 (vector) [bahdanau14iclr]:

s(t,t′) = w⊤
2 · tanh(W1 · [q(t); k(t

′)]) .

2. Scalar product (condition: dim(q) = dim(k))

s(t,t′) = q(t)⊤k(t′)√
dim(k)

.

□ this is the most popular formulation, at least in vision

□ still no parameters involved

□ why do we scale with dimension size k?
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NLP: SIMILARITY - VISUALIZATION

[tutek22du]

Similarity between the hidden encoder and the decoder for French to English translation.
Xfrmrs → NLP (8) 10/55



NLP: EXTENDED ATTENTION
Extended attention derives keys and values from the same input:

ki = fk(xi), vi = fv(xi) .

In practice, fk and fv are projections:

ki = Wkxi, vi = Wvxi .

Extended attention pools values according to similarity of the keys and the query:

αK = softmax(sim(q,K)),

z =

T∑
t

αtv(t) .
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NLP: SELF-ATTENTION?
Suppose we wish to use basic attention as a layer that operates on input representation K.

We are tempted to use queries from the same input, however then attn(ki,K) may
approach one-hot vector ei...

□ we can avoid this with learned queries as we show here;
□ note that recent algorithms appear not to suffer from this problem!

Self-attention with a learned query (free parameter) wj:

α̂
(j)
K = softmax(attn(wj,K)),

zj =
T∑
t

α̂
(j)
t v(t) .

Intuitively, wj correspond to latent topics such as slang, football, middle east, etc.
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NLP: EXTENDED SELF-ATTENTION
Suppose we have a set of tokens XN×D = {x⊤i }.

We project X onto keys, queries and values by simple matrix multiplication:

KN×F = X · W⊤
k

QN×F = X · W⊤
q

VN×D′ = X · W⊤
v

We determine similarity between all queries qi and all keys ki:

sij = sim(qi, kj)

S = Q · K⊤ .

Xfrmrs → NLP (11) 13/55



NLP: EXTENDED SELF-ATTENTION (2)
The weight matrix α now activates rows of S with softmax:

α = softmax(S/
√

F, axis = 1) .

` Outputs Z = {zi} are linear combinations of values V.
□ of course, the weights correspond to the elements of α:

zi =
∑

j
αij · vj .

The above formulation can be used as a standard layer of a deep model!
□ parameters: Wk (F × D), Wq (F × D), Wv (D′ × D).

□ it has been found useful beyond sequence-to-sequence translation
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NLP: SELF-ATTENTION IN PRACTICE
Transformers alternate cross-token mixing through
attention with intra-token mixing through projection.

□ related to fully connected "mixers" (resMLP)

□ caching the similarity matrix is O(n2)

Consider the sentence: "LET US START RIGHT NOW":
□ the word right can denote opposite than left,

forward, correct, entitlement

□ a red blob can be an apple or a Japanese flag

□ the transformers disambiguate the input by
consulting the context through attention

[xiong20icml]
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NLP: CROSS-TOKEN MIXING WITH MLP-MIXER

[tolstikhin21neurips]
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NLP: MULTI-HEAD ATTENTION
We can increase the capacity of such layers by supplying h triplets of Wk, Wq, Wv.

□ different triplets lead to different similarities and different pooling sources.
□ we denote each of these triplets as an attention head.
□ if we wish that the output Z has the same shape as input X, we choose h = D/D′.
□ if we assume Wk and Wq with binary columns, we come close to grouped

convolutions where output maps perceive only a subset of all input maps.
□ if we assume fixed inter-token weights, we approach depthwise-separable convolution
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NLP: ATTENTION IS ALL YOU NEED

[vaswani17nips]
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NLP: ATTENTION IS ALL YOU NEED (2)

[vaswani17nips]

Transformer architecture:
□ encoder and decoder inputs (word embeddings)

are extended with positional encoding
□ encoder with N encoding modules

□ reads the whole sentence in one go

□ decoder with N decoding modules
□ infers autoregressively for each output word

□ trains in parallel on whole sentences (!)

□ linear projection + softmax

Positional codes are non-optional: if omitted, the model
will be invariant to permutation of input tokens.

Xfrmrs → NLP (17) 19/55



NLP: ATTENTION IS ALL YOU NEED (3)

[vaswani17nips]

Encoder modules consist of:
□ multi-head attention

□ layer normalization + residual connection

□ fully connected module

□ layer normalization + residual connection
Decoder modules consist of:

□ masked MHA + layernorm + residual
□ masking allows training on whole sentences

□ multi-head cross-attention wrt encoder +
layernorm + residual

□ FC module + layernorm + residual
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NLP: GENERATIVE PRE-TRAINED TRANSFORMER

[radford18openai]
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VISION: NON-LOCAL CONNECTIONS
Some convolutional models capture long-range dependencies through attention.

[wang18cvpr]

Input: abstract representation X
□ 4th-o tensor T×H×W×1024

□ can be viewed as THW×1024.

□ H - height, W - width, T - time

Output: representation Z with improved
long-distance connectivity

Input X is projected onto queries (θ), keys
(ϕ) and values (g).
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VISION: NON-LOCAL CONNECTIONS (2)
Each spatio-temporal feature xi ∈ R1024 is both a query and a key.

The similarity matrix S (THW × THW) compares queries with values.

The similarity matrix again can be obtained through matrix multiplication:

S = (WθX⊤)⊤ · (WϕX⊤),

= (XW⊤
θ ) · (WϕX⊤) .

Other formulations of similarity are easily plugged-in.
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VISION: NON-LOCAL CONNECTIONS (3)
The weight matrix α is again obtained by activating rows of S with softmax.

□ sij reflects similarity of the query Wθxi wrt the value Wgxj

α = softmax(S, axis = 1) .

` Outputs Z = {zi} are again weighted pools of values V = g(xi):
□ of course, the weights correspond to the elements of α

zi =
∑

j
αij · g(xj) .
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VISION: AN IMAGE IS WORTH 16X16 WORDS

[dosovitskiy20iclr]
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VISION: POSITIONAL ENCODING - 2D SIN/COS FORMULATION
We encode positions above a 2D grid so that nearby parches receive similar encodings.

Axes locations can be encoded according to the following handcrafted 2D-aware scheme:
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Still, learned 1D positional embeddings perform equally well.
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VISION: VIT INSTANCES

Model Layers Hidden size D MLP size Heads Params
ViT-Base 12 768 3072 12 86M
ViT-Large 24 1024 4096 16 307M
ViT-Huge 32 1280 5120 16 632M

[dosovitskiy20iclr]
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VISION: VIT PERFORMANCE

[dosovitskiy20iclr]
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VISION: VIT INSIGHT

[dosovitskiy20iclr]
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VISION: VIT GLOBAL AVERAGE POOL

[dosovitskiy20iclr]
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VISION: VIT ATTENTION ROLLOUT

[dosovitskiy20iclr]
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VISION: ATTENTION

...

N
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[orsic23fer]
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VISION: CROSS-ATTENTION

...
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VISION: ATTENTION - FOOTPRINT
Attention is O(n2) in both memory and time.

We wish to scale model inputs for larger image sizes.

[orsic23fer]
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VISION: CROSS ATTENTION
Cross attention is O(nm) in memory and time.

Q
D/h

M

QKsoftmax(QK^T)
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K

V V'
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N
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M

[orsic23fer]
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VISION: LEARNED QUERIES FOR LINEAR COMPLEXITY

...
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[orsic23fer]
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VISION: CROSS-ATTENTION - FOOTPRINT
Cross attention is O(nm) in memory and time.
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VISION: SWIN TRANSFORMER

[liu21iccv]
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VISION: SWIN TRANSFORMER

[liu21iccv]
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VISION: SWIN TRANSFORMER

[liu21iccv]
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VISION: CONVNEXT

[liu22cvpr]

Changes wrt ResNet:
□ stem → patchify

□ compute ratio: 3-4-6-3 → 3-3-9-3

□ depthwise separable placement

□ inverted residuals,

□ larger convolutional kernels.
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VISION: VIT VS SWIN VS CONVNEXT

[liu21iccv,liu22cvpr]
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SELF-SUPERVISED: INTRO
Self-supervised learning learns from unlabeleded data by leveraging some surogate loss.

ViT models have two main architectural differences wrt convnets:
□ there is no information “leak” between neighbours

□ theoretical receptive field is global.

These properties are very useful for obtaining unsupervised representations.
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SELF-SUPERVISED: MASKED AUTOENCODERS

[he22cvpr]

Xfrmrs → self-supervised (2) 44/55



SELF-SUPERVISED: MASKED SIAMESE NETWORKS

[assran22eccv]
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SELF-SUPERVISED: MASKED SIAMESE NETWORKS (2)

[assran22eccv]
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PROPERTIES: ROBUSTNESS

[naseer21neurips]
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PROPERTIES: OCCLUSION

[naseer21neurips]
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PROPERTIES: OCCLUSION (2)

[naseer21neurips]
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PROPERTIES: SHUFFLING

[naseer21neurips]
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PROPERTIES: SHUFFLING (2)

[naseer21neurips]
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PROPERTIES: IMAGENET-C

[hendrycks19iclr] Xfrmrs → properties (6) 52/55



PROPERTIES: MORE ROBUSTNESS

[naseer21neurips]
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PROPERTIES: BIAS - SHAPE VS TEXTURE

[tuli21neurips]
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Thank you for your attention!

Questions?

This presentation would not have been possible without insightful ideas and hard work of Matej Grcić, Jakob Verbeek, Ivan Krešo, Marin Oršić, Petra Bevandić, Josip
Šarić, Ivan Grubišić, Marin Kačan, Iva Sović, Nenad Markuš and Jelena Bratulić.
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