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Abstract

Dispatching rules are fast and simple procedures used for creating schedules for various kinds of scheduling problems.

However, manually designing DRs for all possible scheduling conditions and scheduling criteria is practically infeasi-

ble. For that reason, a great deal of research has focused on the automatic design of DRs by using different methods,

most notably genetic programming. Still, even if genetic programming is used to evolve new DRs for optimising a

certain criterion, it will still not yield good results on all possible problem instances it can be applied on. Because of

the stochastic nature of genetic programming, the evolution of DRs must be executed several times to ensure that good

DRs were obtained. However, in the end usually only one rule from the set of evolved DRs is selected and used for

solving new scheduling problems. In this paper a DR selection procedure is proposed, which selects the appropriate

DR from the set of evolved DRs, based on the features of the problem instances it is solving. The proposed procedure

is executed simultaneously with the execution of the system, during which it approximates the characteristics of prob-

lem instances and selects the appropriate DR for the current conditions. The obtained results show that the proposed

approach achieves better results than those obtained if only a single DR was selected and used for all problem instances.

Keywords: Dispatching rules, genetic programming, scheduling, unrelated machines environment, machine learning,

dispatching rule selection

1. Introduction

Scheduling is a decision making process which is concerned with the allocation of scarce resources to a certain set

of activities (Pinedo, 2012). The objective of the scheduling procedure is to construct a schedule which optimises some

user defined objectives. Scheduling problems appear in many real world scenarios, like scheduling tasks in multipro-

cessor environments (Drozdowski, 1996; Kahraman et al., 2010) or production scheduling in different manufacturing5

environments (Pickardt et al., 2013). In many such environments, dispatching rules (DRs) are the methods of choice

for solving scheduling problems, since they construct the schedule during the execution of the system and can thus

adapt to the changing conditions in the system (Braun et al., 2001; Maheswaran et al., 1999). This is possible since

the execution time of DRs is quite fast and can even be considered negligible when compared to the execution times of

some metaheuristic methods like genetic algorithms (Durasević & Jakobović, 2016). However, there are two problems10

which are commonly associated with DRs.

The first problem associated with DRs is the fact that they are quite difficult to design manually. This usually

leads to a lengthy trial and error process, which is repeated until a good DR is designed. To cope with this prob-
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lem, researchers began applying different machine learning procedures to automatically create new DRs for various

scheduling problems. Although different approaches like neural networks (Weckman et al., 2008) and C4.5 (Olafsson15

& Li, 2010) were used to create new DRs, genetic programming (GP) (Poli & McPhee, 2013) has received the most

attention. GP is a powerful hyper-heuristic approach often used to design new heuristics for various problems (Burke

et al., 2009, 2010), which obtains good results for many different problems Koza (2010). With the use of GP it is not

only possible to automate the development of new DRs, but also to produce DRs which generally outperform standard

manually designed DRs. Therefore a great amount of research has lately been focused on improving the quality of DRs20

generated by GP Zhang et al. (2021a); Jaklinović et al. (2021); Gil-Gala et al. (2021).

The second problem associated with DRs is the need to determine which of the numerous available DRs should be

applied for solving a concrete problem instance. Branke & Pickardt (2011) demonstrated that it is quite easy to create

problem instances for which some standard DRs achieve quite bad results due to certain suboptimal decisions they

make during the scheduling process. Therefore, even if GP is used to generate several DRs of good quality, it is still25

unknown which of the generated DRs should be applied for unseen problem instances. By selecting an inappropriate

automatically generated DR for a problem instance, it is possible to obtain quite poor results, even though the selected

DR might have a good performance on average across other problem instances. One possibility would be to use the

DR which obtained the best result on the problem set used to generate the DRs. However, this does not guarantee that

good results will be obtained on all problems on which the DR will be applied. Nevertheless, in previous studies it30

was demonstrated that by using certain machine learning algorithms it is possible to create a simple selection method

which could, based on certain problem instance characteristics, determine which of the available DRs should be used

for solving the current problem instance (Priore et al., 2001, 2014; Shahzad & Mebarki, 2016). Unfortunately, the

research related to this area has focused exclusively on using standard manually designed DRs, with neural networks

being predominantly used for the selection process.35

In this paper GP is used to create a set of good DRs, and an additional selection procedure is defined, that will,

based on the different properties of problem instances, determine which of the generated DRs should be used for solving

them. The aim of this paper is to analyse if by using such a combined procedure it is possible to acquire results which

are better than by using a single automatically generated DR on all problem instances. If such a combined approach

would obtain good results, then it would be possible to design scheduling procedures with improved performance and40

robustness, since they would be more adaptable to the problem instances they are solving. The proposed procedure

was extensively tested with various parameter values and for solving different problem types. The paper provides an

analysis on the parameter sensitivity of the procedure and outlines how it compares to the situation when a single

manually selected DR generated by GP would be used for solving all problem instances. Finally, the paper provides an

additional analysis of the selection procedure by outlining its performance and behaviour on several selected examples.45

The results which were obtained through an extensive suite of experiments demonstrate that the procedure is capable

of selecting appropriate DRs, and obtain better results than by using a single manually selected DR.

The rest of the paper is organised as follows. In the first part of Section 2 an overview of the related work concerned

with automatic design of DRs by using GP is given, while the second part of the section gives an overview of the

research dealing with automatic selection of DRs. The background of the problem and solution method is given50

in Section 3, with Subsection 3.1 describing the unrelated machines environment and Subsection 3.2 describing the

application of GP for creating new DRs. The details of the DR selection method are presented in Section 4. The

benchmark setup and parameter analysis of the DR selection procedure are described in Section 5. Section 6 outlines

the obtained results, while Section 7 provides a further analysis of the DR selection procedure. Finally, Section 8 gives

a short conclusion about the achieved results, and outlines the possibilities for future work.55
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2. Related work

2.1. Automatic generation of DRs by using GP

One of the first attempts in creating DRs by using GP was done by Dimopoulos and Zalzala for the single machine

environment (Dimopoulos & Zalzala, 1999, 2001). In their studies they demonstrated that GP can evolve DRs of

better quality than some standard manually designed DRs. Miyashita (2000) applied GP to generate DRs for the60

job-shop environment. He proposed three models: the homogeneous model, in which each machine used the same

DR; the distinct agent model, in which each machine used a different DR; and the mixed agent model, in which

each machine uses one of two generated DRs. The idea behind the mixed agent model is that certain machines can

represent bottlenecks, and therefore a specific DR should be generated for such machines, while all other machines

would use a DR evolved for non-bottleneck machines. Although the mixed agent model achieved the best results, it65

has the disadvantage that it needs to know which machines represent bottleneck resources and which do not, since the

mapping between DRs and machines is done before the system execution. In order to alleviate the aforementioned

problem, Jakobović & Budin (2006) have used GP to evolve three expressions, instead of one. Two of the evolved

expressions represent DRs, one of which is evolved for machines which represent bottleneck resources, while the other

is evolved for regular machines. The third expression represents a decision function that for each machine determines70

which of the two aforementioned DRs will be used to schedule the jobs. Therefore, during system execution it can be

determined which machine is a bottleneck resource, and thus use the appropriate DR.

Tay & Ho (2008) have analysed the generation of DRs for a scheduling problem in which three criteria were

optimised simultaneously. The optimisation was performed in a way that all three criteria were combined into a single

criterion, and thus the whole problem was reduced to a single objective problem and solved appropriately. Various75

multi-objective scheduling problems have been studied in many subsequent surveys (Nguyen et al., 2013a, 2015b;

Karunakaran et al., 2016; Durasević & Jakobović, 2017b). Jakobović & Marasović (2012) investigated the creation of

dispatching rules for the single machine environment with precedence constraints and setup times. They also analysed

the influence of GP parameters on the quality of the evolved DRs for the single machine and job-shop environments.

Nguyen et al. (2013b) have analysed the different solution representations for evolving DRs, and have shown that80

the quality of the evolved DRs strongly depends on the chosen representation. To improve the performances of DRs

in the static scheduling environment, Nguyen et al. (2013c) proposed generating iterative dispatching rules (IDRs),

which build schedules several times and use information from previous schedules to improve the quality of newly built

schedules. Nie et al. applied gene expression programming (GEP) (Ferreira, 2001), a procedure similar to GP which

instead of a tree representation uses an array representation, in order to create DRs for the single machine (Nie et al.,85

2010) and job-shop environments (Nie et al., 2011). Ðurasević et al. (2016) have compared several GP approaches

(IDRs, GEP, standard GP and dimensionally aware GP Keijzer & Babovic (1999)) to create DRs for several scheduling

criteria in the unrelated machines environment. To increase the performance of generated DRs, they are often grouped

into ensembles and used to perform scheduling decision (Park et al., 2015; Hart & Sim, 2016; Durasević & Jakobović,

2017a; Park et al., 2018; Ðurasević & Jakobović, 2019).90

Some recent studies examined the possibility of generating DRs for the resource constrained project scheduling

problem (Chand et al., 2018; Ðumić et al., 2018) and the single machine problem with variable capacity that was

modelled from a real world problem Gil-Gala et al. (2019, 2021). For both problem variants it was demonstrated that

using GP it was possible to evolve DRs which perform significantly better than existing manually designed DRs. To

improve the results of generated DRs and gain a better insight in the decision process which is performed by them,95

Ðurasević & Jakobović (2020) have analysed and compared different schedule generation schemes that can be used
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in automatically designed DRs. The results suggest that it is important that the GP can evolve a DR which performs

both sequencing and scheduling decisions. Ðurasević & Jakobović (2020) have examined how automatically designed

DRs can be adapted for solving static scheduling problems. They applied several methods and demonstrated that such

DRs can achieve results which can even be comparable to results obtained by some metaheuristic methods. Generat-100

ing DRs for problems which include additional constraints like setup times, machine eligibility constraints, machine

unavailability periods and job precedences was considered by Jaklinović et al. (2021). Zhang et al. (2021b) proposed

a novel recombination mechanisms which is applied for generating DRs in the flexible job shop environment. The

recombination strategy is based on choosing crossover points at places where good subtrees are located to enforce the

exchange and preservation of promising building blocks between parents. Zhang et al. (2021a) propose a multitask GP105

hyperheuristic for dynamic scheduling. This model is tasked with generating heuristics for a wider class of problems,

rather than individual problems. The obtained results demonstrate the efficiency of this methods over standard hyper-

heuristic methods. Zhang et al. (2021c) improve upon the multitask learning paradigm for evolving DRs. The goal of

this study is to improve the effectiveness of the paradigm by using surrogate models by improving its efficiency but

also for knowledge transfer in the multitask paradigm. Additional studies dealing with automatic design of DRs can110

be found in two detailed surveys (Branke et al., 2016; Nguyen et al., 2017).

2.2. Overview of DR selection literature

The selection of dispatching rules based on the system status and problem characteristics has been studied to a

certain extent in the literature. Pierreval (1992) applied an expert system to dynamically select dispatching rules in

the flexible manufacturing systems. Sun & Yih (1996) proposed a controller for a manufacturing cell which uses a115

neural network to select a proper DR based on the current performance of the system. Pierreval (1993) also used

neural networks to select the appropriate DR for a simplified job shop environment consisting of two work centres.

In the aforementioned work the neural network performs its decision by using information about the configuration

of the shop floor, characteristics of the manufacturing program, and the optimised performance criteria. Liu & Dong

(1996) proposed an algorithm for job shop scheduling problems which uses neural networks to determine appropriate120

DRs, and uses simulation to evaluate the efficiency of all the DRs. The results of the simulations are used for training

the neural network which is applied in the real-time scheduling process, and selects the DRs that should be applied.

Pierreval & Mebarki (1997) analysed dynamic rule selection in a manufacturing system, where the rule selection is

carried out each time a machine becomes available, and the rules are selected based on certain system parameters.

Instead of using a machine learning approach, Lian Yu et al. (1998) opted to use a fuzzy inference based system125

to select appropriate DRs. The system uses two fuzzy rules and several environment variables for selecting the DR

that should be used for scheduling. Subramaniam et al. (2000b) also used fuzzy logic for defining a scheduler which

dynamically selects the most appropriate DR from a set of candidate DRs. Their results show that the fuzzy scheduler

performs better than some commonly used DRs, and requires the same computational time as the simple DRs. In

Subramaniam et al. (2000a) a scheduling method based on the analytic hierarchy process which dynamically selects130

the most appropriate DR from several available rules was proposed. El-Bouri & Shah (2006) used neural networks

for DR selection in the job shop environment. Their approach does not only select a single DR, but rather it selects

an appropriate DR for each machine in the shop. The experiments show that by using such an approach, they achieve

better results than by using the same DR for every machine. Shiue & Guh (2006) used a hybrid learning methodology

which applies a neural network to select the appropriate DR for the current system conditions, and a GA which is used135

to select the best set of attributes for the input layer of the neural network.

Mouelhi-Chibani & Pierreval (2010) used a neural network approach for selecting a suitable DR after each machine
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becomes available. In this study the neural network is not trained on prepared training instances, but rather by using

a simulation approach. This means that weights of the neural network, which acts as a decision maker, are optimised

to achieve the best performance on the simulation. The method can automatically select efficient DRs for the given140

situation. Heger et al. (2015) used Gaussian processes for the selection of an appropriate DR. In their approach they

used two system parameters, system utilisation and the due date factor, as well as three manually defined DRs. Their

research showed that it was possible to achieve better results by rule switching than by applying a single DR for the

entire problem instance. Zahmani et al. (2015) also use a simulation approach to extract data that can be used to infer

which DR should be used in which situations.145

Zhang & Roy (2018) propose a semantics-based approach to scheduling jobs in the job shop environment. The

proposed approach calculates a semantic similarity value based on the expression of the DRs, based on which it then

performs the decision on which DR to select for the given production objectives. Amin & El-Bouri (2018) consider

the problem of selecting DRs in problems where multiple criteria have to be optimised. They apply a minimax linear

programming model which used a preference voting system to select DRs which perform well across all the criteria,150

and not only on a single criterion. Zahmani & Atmani (2019) use data mining techniques to select DRs for makespan

minimisation in the job shop scheduling environment. The proposed approach demonstrated an improved performance

over individual DRs. Ahn & Hur (2020) apply a neural network to select the appropriate DR for scheduling job batches

which are first created using clustering methods. An overview of other research concerned with the automatic selection

of DRs can be found in (Priore et al., 2001, 2014; Shahzad & Mebarki, 2016).155

3. Background

3.1. Scheduling in the unrelated machines environment

The unrelated machines environment is a scheduling environment which consists of m machines which indepen-

dently execute jobs, and n jobs which need to be scheduled on one of the available machines. Each job has a processing

time pi j which determines the amount of time that is needed to process the job with index j on the machine with in-160

dex i. Since the processing times depend both on the jobs and the machines, it is hard to infer relations between the

machines (for example that one machine executes all jobs two times faster than another machine). Release time r j is

another important characteristic defined for each job, which determines when the job will be released into the system,

i.e. when it becomes available for scheduling. Each job can also have a due date d j, which defines the time until which

the job needs to finish with its execution. The job can finish at a later moment in time, but then it induces a certain165

penalty. Finally, each job can also have a weight w j, which defines the importance of each job.

To determine the quality of the created schedule, one or more scheduling criteria are used. Although many different

scheduling criteria exist, this research will focus solely on optimising the weighted tardiness criterion, which is defined

as

Twt = ∑
j

w jTj, (1)

where Tj denotes the tardiness of a single job and is defined as

Tj = max{C j −d j,0}, (2)

and C j denotes the completion time of job j.170
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By using the α|β |γ notation of scheduling problems (Pinedo, 2012), the problem which is considered in this paper

can be denoted as Rm|r j|∑ j w jTj. Additionally, the scheduling conditions under which the problem is solved also need

to be defined. Scheduling problems can be divided into static and dynamic scheduling problems. In static scheduling

all relevant information about the jobs is known before the system starts with the execution. Therefore the schedule can

be constructed before the system begins with its execution. In such scheduling environments different metaheuristic175

procedures are often used to obtain a good solution. On the other hand, in the dynamic scheduling environment job

parameters become available only when the corresponding job is released into the system. Since in such systems

all required parameters for creating the solution are not present beforehand, metaheuristic methods usually cannot be

used to solve such problems. Therefore, DRs are the method of choice for solving problems in such conditions. This

paper presumes that scheduling is carried out in the dynamic scheduling environment, in which job parameters become180

available when they are released into the system and that the schedule is created in parallel with the system execution.

3.2. Evolving DRs by using GP

To generate DRs for the unrelated machines environment, the GP methodology proposed by Ðurasević et al. (2016)

is used in this study. The DRs which are constructed in this paper consists of two parts: a schedule generation scheme

(SGS) and a priority function (PF). The PF determines the priority value for a given job machine pair. The SGS uses185

the PF to obtain priority values for job-machine pairs and determine which job should be scheduled on which machine

and in what order. The SGS used in this paper is presented in Algorithm 1. In the first step this SGS determines the

priority values using the PF for each job-machine pair, based on which it determines the "best" machine for each job.

In the second step it tries to schedule each job on its "best" machine (in the order of their priorities). If the machine on

which the job would need to be scheduled is occupied, then the scheduling of this job is postponed to a later moment190

in time, otherwise the job is scheduled on the appropriate machine. This SGS was designed manually, however, it can

be used with any PF that is provided to it and does not need further adaptation after a certain PF was evolved.

Algorithm 1 Schedule generation scheme used for GP scheduling

1: while unscheduled jobs are available do
2: wait until a job becomes ready or a job finishes;
3: for all available jobs and all machines do
4: obtain the priority πi j of job j on machine i;
5: end for
6: for all available jobs do
7: determine the best machine (the one for which
8: the best value of priority πi j is achieved);
9: end for

10: while jobs whose best machine is available exist
11: do
12: determine the best priority of all such jobs;
13: schedule the job with the best priority;
14: end while
15: end while

The PF, which is used in the SGS in line 4 to determine the priorities of job machine pairs, is evolved automatically

by using GP. In order for GP to design new PFs, the basic building blocks used in the evolution process need to be

defined. This is done by defining the terminal and function nodes which are used by GP. Table 1 represents the list of195

terminal and function nodes applied in the evolution process. As it can be seen from the table, all the terminal nodes

represent certain job or system characteristics. The time variable represents the current time of the system. For the
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Table 1: Terminal and functional nodes

Node name Description

pt processing time of job j on the machine i (pi j)

pmin the minimal job processing time on all machines: min(pi j)∀i

pavg the average processing time on all machines

PAT patience - the amount of time until the machine with the minimal processing time for the
current job will be available

MR machine ready - the amount of time until the current machine becomes available

age the time that the job spent in the system: time− r j

dd due date (d j)

w weight (w j)

SL positive slack: max(d j − pi j − time,0)

+ binary addition operator

- binary subtraction operator

* binary multiplication operator

/ secure binary division: /(a,b) =

1, if |b|< 0.000001
a
b ,else

POS unary operator: POS(a) = max(a,0)

function nodes only five operators are used, since in a previous study it was shown that introducing more sophisticated

function nodes does not lead to improvement in the performances of the developed DRs (Ðurasević et al., 2016).

The parameters which were used by GP for the construction of DR are denoted in Table 2. All the listed parameters200

were previously thoroughly optimised by using a problem set to evolve new DRs, and an independent problem set

to determine for which parameter values GP obtained the best average results. Both of these sets were different from

those which were used in this study to validate the proposed method. Since several crossover and mutation operators are

used, each time such an operator needs to be applied, one of the defined operators is selected randomly with the same

probability. The reason why a set of operators are used is because in preliminary parameter tuning it was demonstrated205

that GP on average produces better DRs when a larger set of genetic operators is used.

4. DR selection procedure

The aim of the DR selection procedure proposed in this paper is to determine the appropriate DR for solving the

currently considered problem instance. However, to select the appropriate DR the procedure needs to learn which DRs

should be used in which situations, and then apply this knowledge on unseen scheduling problems. The rest of this210

section will describe all the individual parts of the DR selection procedure.

4.1. Problem instance features

The first, and probably most important step is to identify the most informative features of the problem instances

that can be used to select the DR that should be used for the current problem instance. The goal here is to find the
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Table 2: Parameters for the GP

Parameter Value

Population size 1000

Termination criteria maximum number of iterations (80 000)

Selection steady state GP using tournament selection

Tournament size 3

Initialization method ramped half-and-half

Mutation probability 0.3

Maximum tree depth 5

Crossover operator set subtree, uniform, context-preserving, size-fair

Mutation operator set subtree, Gauss, hoist, node complement, node replacement, permutation, shrink

smallest, but also the most informative set of features. In this section the influence of the following six features will be215

analysed:

∙ Expected total duration of the schedule: p̂ =
∑

n
j=1 ∑

m
i=1 pi j

m2 ,

∙ Due date tightness: DDT = 1− ∑ j(d j−r j)

np̂ ,

∙ Due date range: DDR =
max

j
(d j−r j)−min

j
(d j−r j)

p̂ ,

∙ Machine job ratio: MJR = m
n ,220

∙ Release time tightness: RT T = 1− r̄
p̂ ,

∙ Load disbalance: LD =
max

i
(Li)−min

i
(Li)

max
i
(Li)

,

where n represents the total number of jobs in the problem instance, m represents the total number of machines in the

problem instance, r̄ represents the average value of all job release times in the problem instance. Li represents the sum

of processing times pi j for machine i only of those jobs which have the lowest processing time on that machine. This225

means that when calculating For example, in a problem with two machines and 5 jobs, where job 1 has processing

times p11 = 2 and p21 = 4, job 2 p12 = 3 and p22 = 1, job 3 p13 = 1 and p23 = 3, job 4 p14 = 3 and p24 = 4, and job

5 p15 = 2 and p25 = 3. In this case L1 = 8, since jobs 1, 3, 4, and 5 have a lower processing time on machine 1 than

on machine 2 and therefore the values of those four are summed up. On the other hand L2 = 1 since only job 2 has a

lower processing time on machine 2 than on machine 1.230

Since the Twt criterion will be optimised in the experiments, the due date tightness and due date range are the most

important features, since they provide the most information about the due dates of the jobs. The expected total duration

approximates the makespan of the schedule, while the machine job ratio gives an information on the average number of

jobs that will be scheduled per machine. The release time tightness gives information of the distribution of the release

times.235

4.2. The learning process

The next step in the automatic rule selection procedure is to define the learning process which will be used to learn

which problem instance should be solved by which DR. To achieve this, three things need to be defined: the set of

available DRs, the learning set on which the classifier will learn which DR should be associated with which problem
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instances, and a classifier which will be trained on the aforementioned learning set, and will decide which DR to use240

for a new problem instance.

The set of available DRs which can be used and based on which the selection will be obtained are generated by

using the GP procedure. The way in which a set of DRs is obtained is by simply executing the GP procedure several

times independently, and storing the best solution that was obtained after the optimisation process. This process can be

repeated an arbitrary amount of times to obtain a set of DRs of the desired cardinality. In this study, a set consisting of245

50 generated DRs was generated and used for constructing the learning set.

The learning set specifies which DRs should be used for solving problems with which characteristics, and is then

used to train a classification algorithm which should learn such associations to determine which rules to use for new

and unseen problem instances. This set consists of a set of pairs (instance,rule), where the instances are characterized

by a set of features, and the rule denotes which of the available DRs is associated to the specific problem instances.250

In the last subsection the feature calculation technique of the problem instances was defined, but still it is required

to determine which DR should be used for solving which problem instance. For the purpose of associating DRs to

problem instances a procedure called the grouping association scheme (GAS) is defined.

Algorithm 2 represents the pseudo-code of GAS. This procedure uses a set of problem instances and a set of DRs

to construct the learning examples. In the first step, for each problem instance the set of DRs which obtain the best255

solution for that problem instance is determined. All problem instances which have only one DR in their set are marked

as solved, since for them there is no ambiguity regarding to which DR should be associated with them. In addition, all

DRs which are associated with solved problem instances are collected in the rlist set. In the next phase, it is determined

for which problem instances the DRs contained in rlist cannot obtain the best solution, and those problem instances

are collected in a set denoted as nonopt. The idea is now to add the minimum number of DRs to rlist, so that for each260

problem instance there is a DR which can find the best solution for it. To achieve this, for each DR the number of

problem instances in nonopt for which it finds the best solution is calculated. The DR which finds the best solution

for most of the problem instances in nonopt is added to rlist, while the problem instances for which it finds the best

solution, are removed from nonopt, and marked as solved. This is repeated until nonopt becomes empty, since then

rlist contains DRs which can find the best solution for every problem instance. The entire procedure is done in this265

way to minimise the number of DRs which will be used as labels.

In the final step the procedure determines the DRs which should be associated with problem instances which

are not yet marked as solved, and for each such instance and each DR in rlist which finds the best solution for this

problem instance, the average Euclidean distance is calculated between the features of the current problem instance

and all problem instances which are until now associated with the considered DR. The DR with the smallest Euclidean270

distance is chosen and associated with the considered problem instance. This part represents a very simple grouping

procedure, which groups problem instances with similar characteristics to the same DR, and thus balances the dataset

so that the best DR is not used as the label for most of the problem instances, which would lead the procedure to mostly

use a single DR on new problem instances. Finally, the features of each problem instance are calculated based on the

characteristics of all the jobs in the problem instance, and the DR associated to that problem instance is used as the275

label. An important characteristic of the GAS procedure is that it does not necessarily generate a learning set which

contains all of the DRs which were supplied to the procedures, meaning that it automatically eliminates DRs for which

it determined that they do not provide useful information.

After its construction, the learning set can be used to train a classifier, that will determine which DRs should be

applied for unseen problem instances. The selection of a good classifier for a given classification problem is in itself a280

very difficult task, especially since many different classification methods exist. Therefore, several popular classification
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Algorithm 2 Pseudo-code of the GAS procedure

1: Let P denote the set of all problem instances
2: Let R denote the set of all available DRs
3: Let rlist represent an empty set of DRs
4: Evaluate all DRs in R on P
5: for each problem instance i in P do
6: Let opt[i] denote the set of DRs which achieve the best result for this problem instance
7: Let rule[i] denote the DR chosen for this problem instance (empty in the beginning)
8: end for
9:

10: for each problem instance i with only one DR in opt[i] do
11: Set rule[i] to the DR in opt[i], and add the DR to rlist
12: Mark the problem instance as solved
13: end for
14:
15: Let nonopt denote the set of all unsolved problem instances i for which opt[i]∩ rlist = /0
16: while nonopt is not empty do
17: For each DR define count which denotes the number of problem instances in nonopt for which the given DR

achieves the best solution
18: Let BR denote the rule with the largest count value. If there are more DRs with the same count value, choose

the one which has the best total fitness on all problem instances
19: Add BR to rlist
20: for each problem instance i in nonopt that contains BR in opt[i] do
21: Remove i from nonopt
22: Mark i as solved
23: end for
24: end while
25:
26: for each unsolved problem instance i do
27: for each DR in rlist which is also contained in opt[i] do
28: Calculate the average Euclidean distance between the features of the current problem instance, and all

problem instances which have the chosen DR in their rule field
29: end for
30: Set rule[i] to the DR with the smallest average Euclidean distance
31: end for
32:
33: for each problem instance i in P do
34: Create a learning example with features of the problem instance and with rule[i] representing the label associ-

ated with the features
35: end for

10



methods will be used: k nearest neighbours (knn) (Fix & Hodges, 1951), naive Bayes (Alpaydin, 2014), artificial neural

network (ANN) (Werbos, 1974) and C4.5 (Quinlan, 1993). Other classification methods were also tested (logistic

regression (Cox, 1958), support vector machine (Cortes & Vapnik, 1995)), but they mostly achieved inferior results.

A potential reason why this could be the case is that the original algorithms were designed for binary classification,285

therefore it might be that their adaptation for multi class problems lead to slightly worse results than those which were

obtained by the other algorithms. Most of the aforementioned classification methods have parameters which should

also be fine-tuned to achieve better results. However, fine-tuning parameters of all the methods would be too time

consuming, therefore the values of the parameters where chosen as a rule of thumb. The classification process was

performed by using the Accord machine learning library (Souza, 2018).290

4.3. The decision process

With the learning set and the classification method available, it is now only left to specify how the selection of DRs

will be performed during the execution of the system. The idea of the decision process is to approximate the features

of the problem instances based on the characteristics of already released jobs, and based on those approximations

to determine which of the available DRs would be the most appropriate for scheduling under such conditions. The295

selection procedure can be applied one or more times during the execution of the system, and the jobs which will be

used for calculating the approximated features of the problem instance can be selected in various ways.

One thing still needs to be defined so that the entire procedure can be applied, and that is which DR will be

used in the beginning, until the DR selection procedure is executed for the first time. At this moment in time no system

information is available, and as such there is no way to select which DR should be used based on some problem instance300

characteristics. Naturally, any DR can be selected as the initial rule, and the performance of the entire procedure will

depend on this selection. In the experiments performed in this paper, the rule which achieved the best results on the

training set will be selected as the initial rule.

It should be stressed out that when training the classification methods on a set of problem instances, they use

features which are calculated from the entire data of the problem instances. This is the case since all parameters are305

known for these instances, and thus it is easier to calculate their feature values. However, when the classification

methods are executed to select the appropriate DR in dynamic environments, then not all information is available, but

rather just the information about the jobs which were released until the current point in time that the classification

methods are applied. Therefore, on the validation and tests sets, these methods will not have access to information

about jobs which were not yet released into the system until the current decision point, and will have to perform their310

decisions only based on the information about the jobs that were released until now.

4.4. Overview of the DR selection procedure parameters

In this section the parameters which need to be defined by the DR selection procedure will be shortly described,

and the values which were tested for each of the parameters will be enumerated. The parameters of the procedure are:

∙ Classification method - the classification method used for determining which DR should be used:315

– C4.5

– k nearest neighbours - will be used with 5 and 7 neighbours

– Naive Bayes

– Artificial neural network - will be used with a single hidden layer with five neurons (ANN-5). The weights

will be randomly initialised and tuned by using the backpropagation algorithm with Levenberg-Marquandt.320

∙ Feature set - four feature sets made out of the baseic six features are used:
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1. DDR, DDT

2. DDR, DDT , LD

3. DDR, DDT , p̂, MJR, RT T

4. DDR, DDT , p̂, MJR, RT T , LD325

∙ Decision interval - the interval between performing two DR selections:

– Number of released jobs - the decision will be performed after a certain number of jobs are released into

the system. For this parameter the following values are used: 50, 100, 150, 200, 250, 300, 350, 400, 450,

500.

– Elapsed time - the decision will be performed after a certain amount of time has elapsed. The choice of the330

values for this parameter depends on the processing time distribution of the jobs. For this parameter the

following values are used: 50, 100, 150, 200, 250, 300, 350, 400, 450, 500.

∙ Number of DRs - the number of DRs used for constructing the learning set. This parameter allows us to

investigate whether it is better to supply larger or smaller sets of DRs to the learning algorithm. In this study 10,

15, 20, 25, 30, 35, and 40 best DRs will be used when constructing the learning set.335

∙ Feature calculation - determines the method of selecting the jobs which will be used for feature approximations:

– Released - approximates the features based on the released jobs

– Scheduled - approximates the features based on the scheduled jobs

∙ Decision method - determines which jobs will be selected for approximating the features of the problem in-

stance:340

– No-repeat - performs the selection only once after a certain decision interval has elapsed. The selection is

performed based on all jobs released or scheduled from the start until the moment the given interval has

elapsed. The motivation of this strategy is to wait until a critical amount of jobs are released so that the

features of the problem instance can be calculated, and then to perform the switch to a more appropriate

rule. However, no further switches are performed until the end of the system execution345

– Repeat - performs the selection each time the decision interval has elapsed by using all released or sched-

uled jobs from the start. This means that the strategy is repeated several times during the execution of

the system. The reasoning for this strategy is to repeat the selection procedure several times so that the

information about new jobs that were released can be used to more correctly approximate the features of

the instance and perform a better decision350

– Window - performs the selection each time the decision interval has elapsed by using all released or sched-

uled jobs during the last decision interval. Similar as the repeat method this one performs several selections

of DRs during system execution. However, unlike the repeat method, this method calculates the features

of the instance only based on the jobs from the last interval. The rationale behind this method is that the

instance characteristic might change slightly over time, and as such it might be better to consider only the355

most recent jobs when calculating the features of the instance

5. Benchmark setup and parameter analysis

5.1. Experimental design

To train and test the DR selection procedure, four disjunct problem instance sets need to be defined: training set,

learning set, validation set, and test set. The training set is used by GP to generate the individual DRs. To obtain a set360

of DRs which can be used for selection, 50 independent GP runs were executed. From each run the best DR in the final
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population was saved to obtain a set of 50 DRs that will be used in the subsequent steps. The learning set is used to

train the classifier to select which of the evolved DRs to apply given the the current problem instance characteristics.

This set is constructed as described in the previous section, and used to train the classification method. The validation

set is used to analyse the sensitivity and tune the parameters of the DR selection procedure. Finally, the test set is365

a problem instance set which was not used in any of the learning or tuning processes, and is used to determine the

performance of the procedure on a yet unseen set of problem instances. The training set, validation set, and test set all

consist out of 60 problem instances, while the learning set consists out of 180 problem instances. The reason for this is

that through preliminary experiments it was demonstrated that the selection procedure did not perform well if only 60

problem instances would be used in the learning set. Each problem instance in the validation set and test set contain370

1000 jobs and 10 machines. On the other hand, the training and learning sets are constructed by using smaller problem

instances, which consist out of 10 to 100 jobs and 3 to 10 machines. In this way GP and the DR selection procedure

will be trained on smaller problems which are likely to occur in larger and long lasting system executions. GP will

therefore generate DRs for various problem types and situations, and the DR selection procedure then needs to learn

which DRs are appropriate for which situation. The instances used in the training and learning set were constructed in375

a similar way as in a previous study (Ðurasević et al., 2016), whereas the validation and training sets were constructed

differently, as described in continuation.

The properties of jobs in the problem instances will be generated in the following way

∙ Processing times: pi j ∈ [0,100]

∙ Job weights: w j ∈< 0,1]380

∙ Release times: r j ∈
[
0, p̂

2

]
, where p̂ is defined as p̂ =

∑
n
j=1 ∑

m
i=1 pi j

m2

∙ Due dates d j ∈
[
r j + pmin +max

(
pavg *

(
1−T − R

2

)
,0
)
,r j + pmin +max

(
pavg *

(
1−T + R

2

)
,0
)]

,where pmin rep-

resents the minimum processing time of job j, pavg the average processing time of job j on all machines, R and

T the due date range and due date tightness, respectively.

The due date range specifies the dispersion of the due dates of jobs, while with the due date tightness the amount of385

jobs that will be late can be adjusted. Both of those parameters assumed values of 0.2, 0.4, 0.6, 0.8 and 1 in various

combinations while generating the problem set. With this, the problem sets will contain instances which have different

due date characteristics, and as such will consist of problems with different characteristics, from those which are more

easily solvable, to harder ones.

To test the generality of the proposed approach and its ability to adapt to problem instances with different charac-390

teristics and behaviour during execution, three problem instance types were used for the validation and test set. These

three problem types include: problems with constant characteristics, problems with changing due date characteristics,

and problems with changing due date and release time characteristics. In the first problem type, all jobs were generated

with the same due date tightness and due date range parameters which were defined for the entire problem instance.

Therefore, the characteristics of all jobs should be roughly the same during the execution of the system. In the second395

problem set type, the due date tightness and due date range characteristics of jobs in the problem instance will change

over time. In this problem type, each instance will have three values defined for those two parameters. The first third of

the released jobs will have due dates generated by the first values of due date tightness and due date range parameters.

The due date values of the second third of released jobs will be generated by using the second pair of values, while the

due dates for the last third of the released jobs will be generated by the third pair of values. In the final problem type,400

the due dates were generated in the same way as described for the second problem set type. However, in addition to the

changing due date characteristics of the system, the release time of jobs will also be distributed more unevenly. One

third of jobs will have their release times randomly generated from the interval r j ∈ [0,0.2 * p̂], the second third will
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have their release times generated from the interval r j ∈ [0.2* p̂,0.3* p̂], while the release times of the remaining jobs

are generated from the interval r j ∈ [0.3* p̂,0.5* p̂]. Therefore, less jobs will be released at the beginning and the end405

of the system, while most of the jobs will be released during the middle of the system execution. This will also result

in more tardy jobs, which will be seen from larger Twt values in later sections. For all three problem types a separate

validation and test set will be generated to test the performance of the DR selection procedure on them.

5.2. Parameter analysis of the DR selection procedure

This section will analyse the influence of the DR selection procedure parameters on its performance on the valida-410

tion set. Since a large number of parameters were optimised, it is difficult to determine the influence of each parameter,

especially since they seem to be quite heavily correlated, and for some parameter values a quite small difference was

obtained. Therefore, all possible combinations of the parameter values denoted in the previous section were tested,

which in the end lead to over 16000 obtained results. However, for many of the tested combinations the procedure

performed quite poorly, since a bad combination of parameters was used. Thus, for the parameter sensitivity analysis415

only the parameter combinations which achieve the top 1% of results will be considered. From these top results the

frequency of each of the parameter values will be calculated and used to determine the best parameter values.

Figure 1 shows the frequency of each of the tested parameter values for the three different problem types. For

the classification method, the frequency of all parameter values is similar across all three problem types. The C4.5

classifier has most often resulted in the best parameter values. Out of the other classification methods knn with 7420

neighbours and naive Bayes also most often lead to the best results. The artificial neural networks rarely resulted in

the best values, although it can be seen that the performance of this classification method improves on the problem

types with changing characteristics. The decision method parameter shows to be influenced by the problem type a bit

more. For the problems with constant characteristics the no-repeat method most often leads to the best results. This is

expected, since the characteristics of the problem instances do not change over time, therefore performing the decision425

only once seems to be enough to select the appropriate DR. The repeat method has resulted in the best results the least

number of times, which denotes that calculating the features based on all jobs released or scheduled until now does

not seem to be beneficial. For the problems with changing due date characteristics the window method most often

results in the best results, although followed closely by the no-repeat method. Thus, as the due date characteristics

of the problem instances change over time, the selection procedure should be performed several times, but by using430

only the jobs released or scheduled during the last decision interval. However, for the problem type with changing

characteristics, the no-repeat method most often leads to the best results, which is quite surprising. For the decision

intervals it can be seen that there is no difference when approximating the features by using either scheduled or released

jobs. In addition, neither by performing the decision after a fixed time interval nor after a certain number of jobs are

released does have an influence on the results of the procedure.435

The parameter which defines the number of DRs which are used for generating the learning set also shows to be

influenced slightly by the problem type. For the problems with constant characteristics it is evident that the frequency

of most parameter values for the number of DRs parameter is similar, with the only exceptions being for the value 30

which appears more often than the others, and for values 15 and 25 which appear less often than the others. For the

problems with changing characteristics it is evident that learning sets which were created by using a smaller or medium440

sized number of DRs more often result in good results. For the feature sets, quite interesting things can be observed

from the illustrated frequencies. For the problem type with constant characteristics, no single result used the feature

set consisting of only the due date features. Out of the other feature sets the ones which contain the LD feature seem

to be more informative and thus lead to better results. It seems that using only the due date related features is not
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(b) Frequency of parameter values for problems with changing due date characteristics
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(c) Frequency of parameter values for problems with changing due date and release time characteristics

Figure 1: The frequency of parameter values for the 1% best solutions

enough, instead the procedure should also be supplied with other features as well. A similar situation can be observed445

for the problems with changing due date characteristics. The problem type with the changing due date and release time

characteristics shows to prefer feature sets without the LD feature, which probably is not informative in such problem

types. Finally, for the decision interval it can be seen that for the first two problem types the best results are most

often obtained when using the smallest intervals. It is best to perform the procedure as soon as possible to reduce
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the effects of the initially selected DR, but also to perform the decision quite often to adapt to any possible changes.450

For the problems with changing due date and release time characteristics it is evident that even some larger decisions

intervals lead to good results, but nevertheless for decision intervals larger than 200, good results are once again quite

rarely obtained. The reason that for this problem type some larger intervals can lead to good results could be due to the

fact that during a great part of the system execution a very small number of jobs are released, and therefore there is a

smaller need to perform the decision frequently during those periods.455

6. Results

In this section the performance of the proposed DR selection procedure will be compared to a manually selected

DR from the 50 rules which were obtained by GP in the start. The DR which obtained the best results on the training

set (the same which is used as the initial DR by the selection procedure) was selected as the reference rule to which the

method will be compared.460

6.1. Results for the problems with constant characteristics

This section will present the results of the DR selection procedure for several selected parameter value combina-

tions, when applied for solving problems with constant characteristics. Table 3 represents the results obtained for five

selected parameter combinations, as well as for the DR which achieved the best overall results on the training set. The

first thing which can be noticed is that the worst result is obtained when the ANN classification method is used. In this465

case the procedure achieved an improvement of only 0.42% on the validation set, however, on the test set it achieved

an improvement of 8.1%.

For the other four results, the procedure performs quite well for all of the tested parameters. In three occasions,

the procedure performs its decision after a small time period, or after a small number of jobs is released. For all these

experiments the procedure achieved good results on both problem instance sets. On the other hand, for the experiment470

where the decision is performed after 150 jobs are released into the system, the procedure achieved to a certain extent

worse results than in other experiments, where a smaller number of released jobs was used. Therefore, the DR selection

procedure obtains a good approximation of the characteristics of the problem instance after only a small number of

jobs is released. As a consequence, it is preferred to use the DR selection procedure as soon as possible to select which

of the available DRs is appropriate for solving the current problem instance. This way the influence of the initially475

applied DR, which might not be suitable for solving the current problem instance, will be reduced. When using a

smaller feature set, the procedure can perform well by using only a smaller number of DRs, as can be seen from last

two examples in the table. As the number of features in the feature set increases, the procedure achieves better results

as more DRs are used by the procedure. This is demonstrated by the first two examples in the table. The best results for

the validation and test set are achieved when the DR selection procedure uses the no-repeat method, which is expected480

since the characteristics of the scheduling problem do not change over time. By using the repeat or window methods,

the procedure achieves to a certain extent worse results, but it still easily achieves better results than by using only a

single manually selected DR.

The DR selection procedure achieved an improvement of at most 14.11% on the validation set, and 15.9% on the test

set, when compared to the manually selected DR. Therefore, the procedure does not achieve only good improvements485

on the validation set, on which its parameters were tuned, but also on an unseen problem set. More importantly, the

results denoted in the table show that the procedure performs well on both problem instance sets for the same parameter

combination. This demonstrates that with a good choice of parameters, the DR selection procedure can perform well

on various problem instances, and not only on the one for which the values of the parameters were fine-tuned.
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Table 3: Results of the dynamic DR selection procedure for several selected parameter values, when applied on problems with
constant characteristics

DR selection procedure parameters
Twt value on
the validation

set

Improvement
on the

validation set

Twt value on
the test set

Improvement
on the test set

Feature set: 3

Classification method: knn-7

Number of DRs used: 30

Decision interval: released

Decision method: no-repeat

Number of released jobs: 50

3.444 14.11% 3.667 15.21%

Feature set: 4

Classification method: C4.5

Number of DRs used: 30

Decision interval: interval

Decision method: window

Interval length: 100

3.452 13.92% 3.656 15.47%

Feature set: 4

Classification method: ANN-5

Number of DRs used: 20

Decision interval: interval

Decision method: no-repeat

Interval length: 100

3.993 0.42% 3.976 8.07%

Feature set: 2

Classification method: C4.5

Number of DRs used: 10

Decision interval: released

Decision method: repeat

Number of released jobs: 150

3.526 12.07% 3.783 12.5%

Feature set: 2

Classification method: C4.5

Number of DRs used: 15

Decision interval: released

Decision method: no-repeat

Number of released jobs: 50

3.456 13.82% 3.639 15.86%

Manually selected DR 4.010 - 4.325 -
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6.2. Results for the problems with changing due date characteristics490

In this section the performance of the DR selection procedure will be analysed when the procedure is applied for

solving problems in which the due date characteristics of jobs change throughout the problem. Table 4 represents the

results of the five selected parameter combinations on the validation and test set.

The worst results are achieved by the second experiment, where the smallest feature set, consisting only of the

due date related features, was used. Nevertheless, even in this case a good improvement over the reference DR were495

obtained. For the other parameter combinations denoted in the table the selection procedure obtained even better results

on both problem instance sets. The table denotes that the C4.5 classification method was in both cases applied with

a small number of DRs in it, while the knn and naive Bayes classification methods used a larger number of DRs in

the learning set. Therefore, C4.5 seems to generally perform better when a smaller number of DRs is used for the

generation of the learning set. For all experiments the procedure uses a small interval or number of released jobs500

between subsequent selections of DRs. This again proves that an earlier and more frequent application of the DR

selection procedure leads to better results. Most of the presented experiments use the feature set which consists out of

all features, which leads to the conclusion that the procedure is more likely to achieve good results if it has access to a

larger number of problem characteristics. It is interesting to observe that the best results were in several cases obtained

when using the no-repeat decision method, which indicates that the initially selected DR is appropriate for solving the505

problem instance until the end. The reason for such a behaviour could be due to the fact that the problem characteristics

are not changed to an extent which would be large enough so that the selected rule would perform badly. Nevertheless,

the two best results for the test set denoted in the table were obtained when using the repeat method, which means that

by performing the DR selection several times can nevertheless lead to even slightly better results.

The best result was achieved by the first experiment, for both the validation and test set. With these parameter510

values the DR selection procedure outperformed the manually selected DR by 14.7% on the validation set, and 16.6%

on the test set. When achieving the best results, the DR selection procedure was used with the C4.5 classification

method, and with only ten DRs for creating the learning set. Thus, the procedure does not require the use of many

DRs to perform well. Based on the results it is evident that the DR selection procedure performs quite well for the

selected parameter combinations on both the validation and the test set, even when applied on problems with changing515

characteristics.

6.3. Results for the problems with changing due date and release time characteristics

In this section, the performance of the DR selection procedure will be analysed on a scheduling problem in which

the due date and release time characteristics change during the execution of the system. Table 5 represents the results

for the five selected parameter combinations of the DR selection procedure.520

The DR selection procedure achieved the worst results when the ANN classification method was used. In this

case, the procedure outperformed the manually selected DR by 5.3% on the validation set, and by 3.4% on the test

set. Therefore, the ANN classification method is once again unable to achieve equally good performance as the other

applied methods. Most of the experiments used around 20 DRs, regardless of the classification method, which seems to

be an optimal choice for this problem type. It is interesting to observe that the best results were achieved by experiments525

which used the window and no-repeat methods. The experiment which used the repeat method achieved inferior results

when compared to both of those methods, without considering the experiment when the ANN classification method was

used. Thus, it seems that the repeat method is inferior to the other two methods when the release times in the problem

also change. In three experiments the procedure used the largest feature set, while in the remaining two the procedure

used the feature set consisting of the due date related features and the LD feature. Therefore, it seems easier for the530
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Table 4: Results of the DR selection procedure for several selected parameter values, when applied on problems with changing due
date characteristics

DR selection procedure parameters
Twt value on
the validation

set

Improvement
on the

validation set

Twt value on
the test set

Improvement
on the test set

Feature set: 2

Classification method: C45

Number of DRs used: 10

Decision interval: released

Decision method: repeat

Number of released jobs: 50

3.425 14.65% 3.353 16.63%

Feature set: 1

Classification method: knn-5

Number of DRs used: 30

Decision interval: released

Decision method: no-repeat

Number of released jobs: 50

3.559 11.31% 3.673 8.68%

Feature set: 4

Classification method: Bayes

Number of DRs used: 25

Decision interval: interval

Decision method: no-repeat

Interval length: 200

3.556 11.39% 3.440 14.47%

Feature set: 4

Classification method: knn-7

Number of DRs used: 25

Decision interval: interval

Decision method: no-repeat

Interval length: 100

3.523 12.21% 3.512 12.68%

Feature set: 4

Classification method: C4.5

Number of DRs used: 10

Decision interval: released

Decision method: repeat

Number of released jobs: 50

3.525 12.16% 3.412 15.17%

Manually selected DR 4.013 - 4.022 -
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Table 5: Results of the DR selection procedure for several selected parameter values, when applied on problems with changing due
date and release time characteristics

DR selection procedure parameters
Twt value on
the validation

set

Improvement
on the

validation set

Twt value on
the test set

Improvement
on the test set

Feature set: 4

Classifier: knn-7

Number of DRs used: 25

Decision interval: released

Decision method: window

Number of released jobs: 50

4.901 12.92% 5.450 10.70%

Feature set: 4

Classifier: C4.5

Number of DRs used: 20

Decision interval: released

Decision method: no-repeat

Number of released jobs: 150

5.009 11.00% 5.395 11.60%

Feature set: 4

Classifier: C4.5

Number of DRs used: 15

Decision interval: interval

Decision method: repeat

Interval length: 100

5.177 8.01% 5.545 9.14%

Feature set: 2

Classifier: C4.5

Number of DRs used: 20

Decision interval: interval

Decision method: no-repeat

Interval length: 100

4.975 11.60% 5.292 13.29%

Feature set: 2

Classifier: ANN-5

Number of DRs used: 20

Decision interval: interval

Decision method: no repeat

Interval length: 200

5.328 5.33% 5.895 3.41%

Manually selected DR 5.628 - 6.103 -
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procedure to obtain good results when using more information about the problem instances. In addition, all feature

sets contain the LD feature, which means that this feature seems to be useful for this problem type, probably due to the

increased load which occurs in the middle of the system. Although for most of the experiments the selection procedure

was applied after a short time interval, or after only a small number of jobs were released, the second experiment shows

that the procedure achieves good results even if the selection procedure is applied after a larger number of jobs was535

released.

The largest improvement that the DR selection procedure can achieve over the manually selected DR are 12.9%

for the validation set, and 13.3% for the test set. Unfortunately, the procedure was unable to achieve the best results

on both problem sets for the same parameter values. On the validation set the best result was achieved by the knn

classification method, while the best result on the test set was achieved by the C4.5 classification method. It seems540

as if the C4.5 method can better extract general knowledge from the learning set and thus perform better on unseen

problem instances, whereas knn can adapt to the learning set more easily. As for the previous problem types, the DR

selection procedure has again shown to achieve consistently good results on both the validation and test set, given that

good parameter values are chosen.

7. Analysis of the rule selection procedure545

In this section the DR selection procedure will be analysed to obtain deeper insights about the procedure.

Figure 2 represents the change of the fitness value in relation to the number of the released jobs, when using the

DR selection procedure for solving the three problem types with different characteristics. The denoted fitness value

represents the total value obtained on all 60 problem instances of the test set. The figure compares the influence of

the different decision methods when all the other parameter values are the same. For the problems with constant550

characteristics it is evident that the best performance is obtained by using the no-repeat and window methods, whereas

when using the repeat method the DR selection procedure achieves a similar performance as the referent DR. Even

from the start of the system execution, after around 100 jobs are released, it is evident that the referent DR obtains a

larger Twt value, while all the decision methods achieve a similar performance. However, after around the 300th job

is released into the system it can be seen that the repeat method slowly starts to achieve worse results than the other555

two. Although the Twt value is smaller than the one obtained by the referent rule for most of the system execution,

it increases faster than the Twt value obtained by the referent rule, and thus at the end of the system execution the

Twt values of both the referent DR and the repeat method are mostly the same. For the problems with changing due

date characteristics it can be observed that all three decision methods obtain a similar performance, with the window

method achieving slightly worse results. Nevertheless, all three methods obtain a better performance than the referent560

DR.

It is interesting to note that around the time when the 350th job is released into the system the Twt value obtained

by the repeat method starts to increase slowly, until around the 500th job is released, when the criterion values starts to

rapidly decrease and again becomes equal to the value obtained by the other two decision methods. This is is probably

due to the fact that at that time the due date characteristics of jobs changed and the repeat method required some time to565

adapt to those changes, since when approximating the characteristics of the problem instance all the jobs from the start

of the system execution are used. Finally, for the problem types with changing due date and release time characteristics

all the decision methods obtain a better result than the referent DR, with the repeat method obtaining a slightly worse

result than the other two. An interesting thing which can be noticed about this problem type is that the Twt value starts

to rapidly increase after the 350th job is released into the system, and this continues until the 700th job is released.570
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This is caused by the fact that most of the jobs are released in the middle of the system, which then leads to a lot of

jobs being tardy and thus leading to the increase of the Twt value. As more jobs are being released into the system

the repeat decision method starts to obtain poor Twt values and can not keep up with the other two methods, but still

unlike for the previous problem type it performs better than the referent DR.

The behaviour of the DR selection procedure will be further illustrated on several selected problem instances with575

the changing due date and release time characteristics. The parameters for the DR selection procedure will be set to

those of the first experiment denoted in Table 5, but all three decision methods of the DR selection procedure will be

tested to illustrate the differences in behaviour of the procedure. Table 6 represents the behaviour of the DR selection

procedure during the execution of several problem instances. At each decision point, when enough jobs were released,

the table shows the index of the DR that is selected for further scheduling, as well as the Twt value achieved from the580

start of the system until that decision point. The starting rule in all procedures is DR 13. In addition, since the no-repeat

method performs the decision only once after 50 jobs are released, all subsequent cells will be marked with "-". The

results of the manually selected DR are also included in the table to additionally illustrate its behaviour. At the end of

the table, the results for all methods on the entire test set are also included.

Problem instance 6 shows that all three methods perform better than the manually selected DR. Even at the start585

of the problem instance the selected DR performs poorly, while the DR selection procedure changes the rule which is

used, and is therefore able to keep the value of Twt at zero until 150 jobs are released. It is interesting to note that

the no-repeat method achieved better results at the beginning of the schedule. However, as more jobs were released

into the system, the other two methods slowly decreased the difference between them and the no-repeat method. This

can best be seen the between 400 and 450 released jobs, where the window method achieved the smallest increase in590

the Twt value by switching to rule 5. A similar thing can also be observed between 650 and 700 released jobs. In

the end with these changes the window method outperforms the other two methods, while the repeat method slightly

outperformed the no-repeat method. On the other hand, on problem instance 8 only the window method achieved a

better performance than the manually selected DR. The window method again shows that by performing good rule

changes it outperforms all the other results. The no-repeat method, on the other hand, achieved a quite bad result. The595

reason for this is that it selects a good DR for the start of the schedule, which unfortunately performs poorly as soon as

the load of the system increases. Therefore, after around 400 jobs are released, the selected rule starts to perform bad

decisions, and the Twt value of the system increases.

For problem instance 30, all three methods achieved better results than the manually selected DR. Because it made

a good decision at the beginning of the schedule, the no-repeat method outperforms the repeat method. The window600

method again achieved the best results, even though at the end of the schedule it made some bad decisions which

resulted in an increase of the Twt value. However, at the beginning and the middle of the schedule, the window method

performed some good decisions, which allowed it to perform better than the no-repeat method. The manually selected

DR makes bad decision even in the beginning of the schedule, because of which the Twt of the schedule increases

significantly even from the start. For problem instance 37 the no-repeat method achieved the best results among all605

three methods. The reason for this is that the rule which is first selected performs well for the given problem instance.

The window method also uses this rule for scheduling most of the jobs, however, in certain cases it switched to rule

5, which in the end did not lead to good improvements in the results, and even later on had a negative effect when

rule 3 was again selected for scheduling. This is best evident in the period between the release of the 600th and 700th

job, where although the no-repeat and window methods used the same DR, the window method obtained a slightly610

higher Twt value, as a result of the decisions which were previously performed when rule 5 was used by the procedure.

Finally, for problem instance 50, all three methods show to outperform the manually selected DR, however, in this case
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Figure 2: Change of the fitness in relation with the number of released jobs
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all three methods achieved similar results. It is interesting to note how the window method uses DR 3 for the most of

the schedule, and only in two occasions it switches to other DRs. Although the first switch was unnecessary, since it

did not lead to any improvement in the Twt value, the second one resulted in a slightly better Twt value.615

By comparing all methods on the entire problem set, the manually selected DR starts to perform worse than the DR

selection procedure immediately from the beginning of the schedule. On the other hand, the DR selection procedure

performs much better since it immediately switches the rule it is using. The repeat method achieved the worst result

among the three tested methods, which shows that calculating the features from all released jobs might not be beneficial

in some cases. Nevertheless, all three methods achieved much better results than the manually selected DR, and thus620

prove their advantage over selecting and using only a single DR.

In addition to analysing the change of fitness throughout the execution of the procedure, it is also interesting to

observe the frequency of the DRs which are selected by the procedure. Figure 3 shows the frequency by which the

DRs were selected by the DR selection procedure. Since the frequencies tend to obtain quite large values in some

cases, instead of using the total number of selecting a DR the percentage of the times a DR was selected is denoted625

in the figures. It should be stressed out that only the DRs which appear as labels in the learning set are denoted in the

figures. In addition to the frequencies which are obtained by each of the decision methods, the frequencies of the DRs

on the learning set are also outlined. For all three learning sets which were constructed for the different problem types

it is evident that most of the DRs have a similar appearance frequency. This shows that the proposed GAS procedure

can produce a learning set with a balanced distribution of DRs. On the other hand, when the procedure performs630

the selection on the test set, it can be evident that it is more biased towards a smaller set of DRs, which should be

appropriate for solving the considered problem instances. The no-repeat and window methods usually have a similar

frequency for the same DRs, which are usually different from those obtained by the repeat method (except for the

problems with changing due date characteristics).
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Table 6: Dynamic DR selection procedure behaviour analysis

Problem instance Method
Number of released jobs

50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850 900 950 1000

7

no-repeat
DR index 3 - - - - - - - - - - - - - - - - - - -

Twt 0 0 0 0.002 0.002 0.004 0.013 0.024 0.051 0.077 0.096 0.126 0.151 0.172 0.176 0.176 0.176 0.176 0.176 0.176

Repeat
DR index 3 8 2 2 2 18 11 6 9 9 8 8 8 8 8 8 8 8 8 8

Twt 0 0 0 0.005 0.005 0.008 0.019 0.030 0.050 0.088 0.103 0.127 0.149 0.171 0.174 0.174 0.174 0.174 0.174 0.174

Window
DR index 3 15 13 1 3 8 3 5 3 3 2 3 3 2 3 3 3 0 3 8

Twt 0 0 0 0.005 0.005 0.006 0.016 0.028 0.041 0.073 0.095 0.121 0.141 0.155 0.159 0.159 0.159 0.159 0.159 0.159

Selected DR 0.000 0.008 0.008 0.013 0.013 0.019 0.035 0.046 0.079 0.122 0.137 0.179 0.203 0.219 0.224 0.224 0.224 0.224 0.224 0.224

8

no-repeat
DR index 1 - - - - - - - - - - - - - - - - - - -

Twt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.001 0.010 0.013 0.022 0.031 0.032 0.039 0.041 0.041 0.041 0.041 0.041 0.041

Repeat
DR index 1 8 8 3 2 11 11 6 9 9 8 8 8 8 8 8 8 8 8 8

Twt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.013 0.016 0.016 0.021 0.028 0.028 0.029 0.029 0.029 0.029 0.029 0.029

Window
DR index 1 3 3 3 3 3 0 3 3 3 3 3 3 3 0 3 1 3 0 0

Twt 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.002 0.005 0.007 0.012 0.012 0.013 0.013 0.013 0.013 0.013 0.013

Selected DR 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.008 0.009 0.009 0.011 0.019 0.020 0.020 0.020 0.020 0.020 0.020 0.020

30

no-repeat
DR index 1 - - - - - - - - - - - - - - - - - - -

Twt 0.001 0.007 0.016 0.017 0.022 0.022 0.022 0.022 0.022 0.022 0.023 0.025 0.029 0.032 0.032 0.032 0.032 0.033 0.033 0.033

Repeat
DR index 1 8 8 2 2 2 8 8 6 6 9 9 8 8 8 8 8 8 8 8

Twt 0.001 0.007 0.015 0.019 0.019 0.020 0.020 0.020 0.022 0.026 0.028 0.031 0.034 0.035 0.035 0.035 0.035 0.036 0.036 0.037

Window
DR index 1 1 1 3 1 3 1 3 3 3 3 3 3 3 15 3 1 4 3 3

Twt 0.001 0.007 0.016 0.017 0.017 0.017 0.017 0.017 0.019 0.019 0.019 0.020 0.024 0.025 0.025 0.025 0.025 0.026 0.027 0.028

Selected DR 0.001 0.015 0.029 0.033 0.036 0.036 0.036 0.036 0.039 0.041 0.043 0.045 0.047 0.049 0.049 0.049 0.050 0.051 0.051 0.052
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Table 6: Dynamic DR selection procedure behaviour analysis

Problem instance Method
Number of released jobs

50 100 150 200 250 300 350 400 450 500 550 600 650 700 750 800 850 900 950 1000

37

no-repeat
DR index 3 - - - - - - - - - - - - - - - - - - -

Twt 0.002 0.004 0.006 0.009 0.012 0.015 0.018 0.038 0.055 0.081 0.094 0.109 0.118 0.139 0.140 0.140 0.140 0.140 0.140 0.140

Repeat
DR index 3 8 2 2 2 2 11 6 9 9 8 8 8 8 8 8 8 8 8 8

Twt 0.002 0.004 0.006 0.009 0.018 0.023 0.027 0.056 0.084 0.109 0.123 0.146 0.164 0.188 0.189 0.189 0.189 0.189 0.189 0.189

Window
DR index 3 1 3 3 3 3 3 3 5 3 5 3 3 3 0 3 0 3 3 3

Twt 0.002 0.004 0.006 0.009 0.012 0.015 0.017 0.038 0.055 0.083 0.114 0.131 0.143 0.164 0.165 0.165 0.165 0.165 0.165 0.165

Selected DR 0.002 0.005 0.006 0.010 0.012 0.015 0.018 0.042 0.061 0.100 0.119 0.142 0.186 0.212 0.212 0.212 0.212 0.212 0.212 0.212

50

no-repeat
DR index 3 - - - - - - - - - - - - - - - - - - -

Twt 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.003 0.005 0.017 0.031 0.032 0.034 0.034 0.038 0.040 0.047 0.052 0.063 0.064

Repeat
DR index 3 8 8 2 2 11 11 9 9 8 8 8 8 8 8 8 8 8 8 8

Twt 0.000 0.000 0.000 0.000 0.000 0.005 0.005 0.005 0.007 0.013 0.028 0.030 0.031 0.031 0.034 0.037 0.044 0.049 0.062 0.064

Window
DR index 3 3 3 1 3 3 3 3 3 3 3 3 3 3 3 2 3 3 3 3

Twt 0.000 0.000 0.000 0.000 0.000 0.003 0.003 0.003 0.005 0.017 0.030 0.032 0.034 0.034 0.038 0.040 0.046 0.051 0.062 0.063

Selected DR 0.000 0.000 0.001 0.001 0.005 0.009 0.009 0.009 0.016 0.030 0.043 0.045 0.049 0.055 0.058 0.060 0.067 0.072 0.074 0.076

Test set

no-repeat 0.140 0.259 0.421 0.548 0.648 0.801 0.937 1.362 1.933 2.501 3.065 3.661 4.194 4.656 4.801 4.933 5.050 5.184 5.336 5.488

Repeat 0.140 0.255 0.409 0.571 0.685 0.837 0.962 1.328 2.037 2.624 3.176 3.823 4.364 4.787 4.949 5.077 5.199 5.326 5.478 5.638

Window 0.140 0.255 0.410 0.557 0.679 0.835 0.964 1.280 1.870 2.442 3.048 3.636 4.175 4.630 4.795 4.919 5.038 5.163 5.305 5.450

Selected DR 0.140 0.310 0.486 0.660 0.776 0.944 1.109 1.566 2.342 2.924 3.513 4.095 4.749 5.187 5.336 5.474 5.616 5.772 5.914 6.103
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Table 7 shows the performance of the five DRs which are most often selected by the DR selection procedure when635

considering all three decision methods at the same time. The table clearly shows that for all three problem types the

selection procedure mostly selects those DRs which truly achieve a better performance on the test set. Unfortunately,

the procedure does not achieve a fitness value which is equal to the best DR in the learning set. This is expected since

the selection procedure does not know which DR would perform the best on the problem instance set. Therefore the

obtained results demonstrate that the DR selection procedure was in most of the cases able to identify which DRs are640

appropriate, and apply them for scheduling. Although this will not lead the procedure to obtain equally good results as

the best individual DRs, it will nevertheless lead to the situation that the performance of the procedure is similar to the

performance of the better individual DRs. Furthermore, it is also evident that the frequency of the DRs on the learning

set does not influence the frequency on the test set, which additionally proves that the procedure managed to extract

certain knowledge from the learning set and that it does not just apply the DR which was most commonly used on the645

learning set.

8. Conclusion

Since a single DR cannot perform well on all possible problem instances, it is important to select an appropriate DR

to obtain better a performance. However, in dynamic scheduling conditions it is difficult to know in advance which of

the available DRs would be best suited for solving the concrete problem instance. This paper proposes a procedure for650

selecting automatically generated DRs based on the characteristics of the problem instance currently solved. By using

the proposed procedure it is possible to adapt to the changing conditions of the system and achieve a better performance

than if only a single DR would be used for solving the entire problem. The proposed procedure has also shown to be

quite resilient to the different problem types on which it was tested, since it obtained an equally good performance

regardless whether it was applied on problems with constant characteristics throughout the system execution, or on655

problems in which certain characteristics changed during the execution of the system. The only drawback of the

procedure is the large number of parameters for which good values need to be selected, since the performance of the

procedure depends heavily on the selected values.

Based on all the previous observations, it can be concluded that the described DR selection procedure represents

a viable addition to automatic generation of DRs, since it enables that an appropriate DR is selected for each problem660

instance. However, even if good results were achieved by this procedure, there are still many open topics which can

be researched in the future. One possible research direction is to further examine which characteristics of scheduling

problems could be extracted into features that could be used to describe the problem instance. One possibility would be

to extract as many features as possible, and then to try out different feature selection and reduction methods to obtain

the most informative set of features, which could lead to a better performance of the DR selection procedure. The665

procedure can also be tested with other classification methods and machine learning methods to determine whether

other classification models would be more suitable for this task. An especially interesting topic here would be to use

GP to create the classification method for selecting the DRs, and evolve it at the same time when the DRs are evolved.

This would allow for the entire scheduling procedure to be designed in only one step. Furthermore, it could possibly

allow more flexibility to GP, since it could immediately evolve DRs for problematic instances. In addition, instead670

of performing the DR selection at fixed time moments, the procedure could also be extended so that it determines

when the selection should be performed. This would increase the flexibility and possibly allow it to better adapt to the

problems which it is solving.
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(a) Frequency of DRs selected on problems with constant characteristics
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(c) Frequency of DRs selected on problems with changing due date and release time characteristics

Figure 3: Frequency of DR selected by the DR selection procedure
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Table 7: Performance of the five most selected DRs by the DR selection procedure

Problem type DR index Fitness Learning set No-repeat Repeat Window

Constant
characteristics

0 3.921 10 4 195 62

2 3.495 15 38 54 985

4 4.526 9 0 392 5

9 3.738 2 3 221 94

7 4.826 7 0 336 0

DR selection procedure fitness 3.608 4.339 3.656

Changing due date
characteristics

0 3.501 31 10 10 153

1 3.593 14 0 0 26

2 3.875 18 0 331 19

5 5.910 18 8 9 178

7 3.313 22 42 850 817

DR selection procedure fitness 3.544 3.523 3.665

Changing due date
and release time
characteristics

1 5.546 30 18 18 242

2 5.696 11 1 159 12

3 5.169 20 32 35 772

8 5.474 12 2 694 30

9 5.542 2 0 112 0

DR selection procedure fitness 5.488 5.638 5.450
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