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Abstract

Multistage interconnection networks (Banyan
networks, MINs) are frequently proposed as con-
nections in multiprocessor systems or in high-
bandwidth network switches.

Using off-the-shelf Ethernet networking com-
ponents, a small multistage interconnection net-
work was re-created and several measurements
concerning delay times and throughput were con-
ducted on this setup using Poisson as well as self-
similar input traffic. The analysis of the tran-
sient measurements reveals a dependency of the
delays’ variance on the offered input load.

1 Introduction

Multistage Interconnection Networks (MINs) are
an efficient implementation of packet switching
networks. Because MINs require less switching
elements compared to a fully meshed crossbar
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switch, it is possible to create very large networks
(e. g. 1024 × 1024) at low cost.

Areas of application for MINs lie in multipro-
cessor systems [1] or high-bandwidth communi-
cation networks. Internal buffering greatly in-
creases the performance of a MIN. In [5] Dias
and Jump developed an analytical model to cope
with buffered MINs. Multiple extensions have
been made to this model: Yoon, Lee and Liu
[17] allowed the MIN to have arbitrary buffer
length as well as arbitrarily sized switching el-
ements. Theimer, Rathgeb, and Huber [10] re-
fined Jenq’s model to take into account the de-
pendency between two successive clock cycles,
thereby increasing the model’s accuracy. Cut-
through switching was taken into account by
Widjaja, Leon–Garcia, and Mouftah [15], and by
Boura and Das [2]. Tutsch and Hommel [13, 12]
extended this model to include packet multicast-
ing (while routing). Transient analysis of MINs
was also performed by this group [11] using mul-
tifractal input traffic [14] showing that MINs re-
tain the multifractal nature of the offered traffic if
the network is not saturated. In this paper, mea-
surements are only conducted using unicast traf-
fic due to restrictions in the experimental setup.

In many modern telecommunication system
scenarios, self-similar traffic models better re-
flect real-world measurements than Poisson-
based models do. This is especially true in the
context of packet oriented network traffic both in



LAN (Ethernet [6]) or WAN (Internet) environ-
ments. Measurements in these areas clearly show
a very high degree of traffic “burstiness”, even on
a medium to large-scale aggregation level. This
lack of smoothing out over an increasing time-
scale is a property also found in heavy-tailed dis-
tributions, which were utilized in this work to
generate the input traffic for the multistage inter-
connection network.

The remainder of this paper is structured as
follows: In section 2 the kind of multistage inter-
connection networks we examine are described
in further detail. Section 3 presents a short intro-
duction to self-similar traffic and methods of its
examination. Section 4 shows the measurement
setup that was used to re-create a small MIN us-
ing an Ethernet switch in a VLAN configuration
as the main component. In section 5 we present
the results obtained by measuring delay times and
throughputs for two different traffic models. Fi-
nally, section 6 presents a conclusion and shows
directions for further studies.

2 Multistage Interconnection
Networks

Multistage interconnection networks are com-
posed of several small-sized switching elements
(SEs) that are arranged in stages. Figure 1 shows
a (Banyan property) N × N MIN consisting of
c × c switching elements that are arranged in
n = logc N stages. All SEs forward packets syn-
chronously according to an internal clock. Each
switching element has a buffer (FIFO discipline)
attached to each of its c input ports in order to
store packets that cannot be sent forward due to
an output port conflict or a full target buffer.

Packets entering the network at an input port
are routed according to their target address infor-
mation.

3 Self-similar Traffic

An object or a phenomenon is being described
as self-similar if it appears roughly the same at
different levels of magnification. Fractals are a
well-known example of self-similar objects in ge-
ometry. This very informal definition is usually

Figure 1: structure of a MIN consisting of c × c
SEs

formalized as follows to describe a self-similar
signal x = {x0, x1, . . .}, e. g. network traffic
(time-discrete case).

The m-aggregated time series x (m) =

{x (m)

0 , x (m)

1 , . . .} is the summation of the original
series x over non-overlapping intervals of block
size m:

x (m)

k =

km
∑

xi
i=km−(m−1)

m

With m becoming larger, xm represents an
increasing compression of the original signal’s
timescale. Comparing the variances of both x
and x(m) for different values of m it can be shown
that for a self-similar process, Var[x (m)] decays
more slowly than at a rate of 1

m (see [9] for a more
detailed explanation):

Var
[

x (m)
]

=
Var[x]

mβ

Thus, β is a measure for the degree of
self-similarity of the signal. To detect self-



similar properties in data samples, a commonly
used method is to plot the variance of the m-
aggregated time-series over various levels of ag-
gregation m on a logarithmic scale. By estimat-
ing the slope of the line of regression, β and
therefore the degree of self-similarity is deter-
mined.

Self-similarity in network data traffic was ob-
served by a number of researchers. Leland,
Taqqu, Willinger and Wilson discovered this
characteristic behavior when studying Ethernet
local networking traces [6]. In [16] the same au-
thors presented a detailed explanation of long-
range dependence in LAN traffic and suggested
a generation method for self-similar data traffic
using ON/OFF sources. A similar study for wide
area network traffic was conducted by Crovella
and Bestavros [3] who analyzed WWW traces
which were gathered over a period of several
months.

4 Measurement Setup

A single, manageable 24-port Ethernet switch
was used to re-create the multistage structure of a
4 × 4 multistage interconnection network (MIN),
which is composed of 2 × 2 switching elements.
Several additional steps had to be taken to emu-
late the behavior of a MIN as closely as possible:

By partitioning the switch into virtual LANs
(VLANs) the required four 2 × 2 switching ele-
ments were represented. VLANs limit the broad-
cast domain in a similar way switches limit the
collision domain for Ethernet frames: no traffic
can cross a VLAN boundary within the switch.
The four VLANs were connected externally (us-
ing patch cables) to implement the inner connec-
tions of the switching elements as illustrated in
Figures 2 and 3.

To eliminate any ambiguities in path finding,
the switch’s automatic learning mode for Eth-
ernet addresses (MAC addresses) was disabled,
instead it was programmed manually with the
MAC addresses of all network interfaces. Fur-
thermore, the computers representing the end sta-
tions had permanent entries put in their ARP (ad-
dress resolution protocol) tables to ensure that
no discovery of Ethernet (MAC) addresses (via
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Figure 2: re-creating a MIN-structure using an
Ethernet switch
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Figure 3: 4 × 4 MIN consisting of 2 × 2 SEs

ARP) will occur. Allowing ARP traffic would in-
volve sending Ethernet broadcasts to all commu-
nication endpoints and thus would interfere with
the measurements.†

To avoid any interference between data traf-
fic and acknowledgment packets, which are gen-
erated when using the TCP/IP protocol, sending
and receiving was performed by separate network
interfaces. In order to reduce protocol stack over-
head, a C-Library was developed that allows to
send Ethernet frames directly into the network,
without being restricted to only use the TCP/IP

†this only applies to measurements using the Internet
Protocol (IP), which requires IP address to MAC address
translation



stack. The measurements presented in this paper
were conducted exclusively using this library.

Four standard PCs performed the role of the
sending and receiving stations. The measure-
ments were conducted using the Linux operating
system with the KURT real-time extension de-
veloped at the University of Kansas [4]. KURT
contains a component utime that increases the
Linux kernel’s temporal granularity (normally 10
ms with Linux on Intel CPUs) to a level neces-
sary for generating self-similar traffic over a large
time scale.

The major drawback of this approach is the
inability to control the individual switching ele-
ments’ (each SE is represented by a virtual LAN)
buffer distribution (shared buffer for all SEs vs.
individual buffers), size and frame forwarding
strategy. The latter was pre-set to store and for-
ward routing in this case, because of the switch’s
frame forwarding capabilities.

To evaluate the network’s performance, tran-
sient delay measurements were conducted using
Poisson traffic as well as Pareto traffic generators.
The latter allowed to study the behavior under
self-similar traffic conditions. The Pareto distri-
bution (with probability density function f (x) =
α
c

(

c
x

)α+1
, depicted in Figure 4) has the property

of slowly decaying variances over time aggrega-
tion and was used to provide the input traffic for
the self-similar traffic measurements.
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Figure 4: probability density functions for Pareto
and exponential distributions

After synchronizing the senders’ and re-
ceivers’ clocks in a manner similar to the Net-
work Time Protocol NTP [8] (measuring the
propagation delay between client and server and
assuming statistically equal propagation in each
direction), traffic was generated on the sender’s
network interface and the transit time for each
Ethernet frame received was recorded at the re-
ceiver for offline measurement evaluation. Ex-
periments showed that clock skew of the PCs
timers was low enough to allow for measurement
runs of approximately 30 minutes without dis-
turbing the delay time measurements.

Realization of the different traffic models
(heavy-tailed and memoryless distributed net-
work input load) was performed by modulating
the time between sending of two successive Eth-
ernet frames as well as their size. To examine if
the output traffic of the multistage network shows
again self-similar characteristics, variance-time
plots (using the sample variance) were conducted
to estimate the Hurst parameter.

5 Results

To evaluate the delay time measurements, vari-
ance was plotted over increasing intervals of
aggregation m on a logarithmic scale. Self-
similarity can be perceived as non- (or slowly)
decaying variance over time aggregation.

One can see from Figure 5, that the multistage
structure does not change the self-similar charac-
teristics of the input traffic as the slope β of the
line estimates to approximately −0.4.

β is directly related to the Hurst parameter H ,
which is given by H = 1 −

β

2 .
For comparison, Figure 6 shows the variance-

time plot when Poisson generated traffic is of-
fered to the network. Here, the output traffic mea-
surement does not exhibit self-similar properties
as the Hurst parameter was estimated to about
0.5.

In both cases, there is a considerable decrease
in the absolute amout of the delays’ variances as
the load offered to the network increases. This is
due to the filling up of the queues in front of the
switching elements and therefore the decreasing
probability of a packet to traverse a SE with little



Figure 5: output traffic variance (Pareto case)

or no waiting time. All packets are delayed by
roughly the same amount of time. Since the mea-
surement setup cannot provide support for mul-
ticast traffic, the self-similarity does not decay
completely because network saturation does not
provide for all buffers to fill up entirely.

Figure 6: output traffic variance (Poisson case)

When comparing the output traffic for the dif-
ferent packet generators (Pareto and Poisson dis-
tributed) it should be noted that the variance in
case of Poisson input traffic is about one order of
magnitude less than in case of self-similar traf-
fic due to the heavy-tailed property of the Pareto
distribution.

6 Conclusion and Outlook

In this paper we have described an experimental
setup to re-create a 4 × 4 multistage interconnec-
tion network using standard Ethernet equipment.
The VLAN feature of a single Ethernet switch
was used to provide for several small switching
elements without requiring additional hardware.
The experiments conducted consisted of measur-
ing packet delay times and throughputs. Using
this setup, one can obtain results for arbitrarily
distributed input traffic in a short amount of time,
thus allowing for validation of results obtained by
analytical or simulative means.

In addition to the traditional approach of Pois-
son traffic modeling self-similar input traffic was
considered as well. Even under high load con-
ditions, the examined multistage network retains
the input traffic’s self-similar properties, while
reducing the absolute amount of variance due to
saturation.

The first step in expanding this research would
be enlarging the number of input and output ports
of the network and to examine differently sized
switching elements (3 × 3, 4 × 4 SEs). The
approach presented here appears scalable to re-
create larger networks.

When dealing with MINs, another important
area of interest is packet multicasting while rout-
ing, i. e. copying a packet destined for mul-
tiple output ports inside the switching elements
instead of inserting it repeatedly into the net-
work. This aspect was not considered in the
work presented here because it would have in-
volved changing the switch’s internal program-
ming. Whether or not the registration of multi-
cast groups (GARP‡ Multicast Registration Pro-
tocol, GMRP) in a VLAN context as defined in
[7] can be used to emulate the kind of multicast-
ing described above is yet to be determined.
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