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Abstract

Recent measurement showed that self-similar nature

is found not only in network traffic volume but also

round trip packet delay. In this paper, we discuss

three issues of the self-similarity of round trip time

(RTT), which is one of the most important parameters

to determine TCP throughput performance. First, we

discuss the origin of the packet delay self-similarity.

A recent study anticipated that the queueing delay

of self-similar traffic is the reason for packet delay

self-similarity. With computer simulation, we evaluate

the correlation between traffic and RTT self-similarity.

Next, we investigate the impact of RTT self-similarity

on TCP throughput performance. Computer simula-

tion results show that RTT self-similarity gives high

variability to file transfer time. Finally, we investigate

the impact of RTT self-similarity on RTO (Retrans-

mission Time Out). We discover that the bigger the

Hurst parameter of RTT is, the more frequent unnec-

essary timeouts occurs. Furthermore, we propose a

new RTO calculation algorithm to improve these un-

necessary timeouts.

1 Introduction

Since empirical studies showed the self-similar nature of
network traffic[1], numerous studies on the influence of
self-similarity on network performance have been made.
Some papers reported important properties about the self-
similar traffic[2, 3]. For example, the self-similar traffic de-
grades network performance [4, 5] such as buffer overflow
probability. As a result, the network utilization decreases
remarkably due to retransmitting the overflowed packets.

Recent studies have shown that round trip delay in
the Internet also has self-similar nature[6, 7]. Packet de-
lay characteristic is an important network parameter es-
pecially in feedback-control based network protocol such
as ACK (Acknowledgement) or NACK (Negative ACK)-
based flow control. However, there has been published
no evaluation of impact of packet delay self-similarity on
network performance.

In this paper, we study the impact of packet delay self-
similarity on TCP. It is important to evaluate the impact
because TCP is the most dominant transport protocol in
the current Internet, and its performance depends on the
round trip packet delay, which is referred as RTT (Round
Trip Time) in the case of TCP.

We discuss the following three issues of RTT self-similarity.
First, we discuss the origin of the packet delay self-similarity.
A recent study anticipated that the queueing delay of self-
similar traffic is the reason for packet delay self-similarity[8].
With computer simulation, we evaluate the correlation be-
tween traffic and packet delay self-similarity in order to
confirm the anticipation.

TCP has two mechanisms to determine its through-
put performance; congestion avoidance[9] and slow-start
mechanisms. Next, we evaluate the impact of RTT self-
similarity on TCP throughput performance when retrans-
mission timeout does not occur, that is, TCP throughput
is determined by congestion avoidance phase. Finally, in
order to evaluate the impact on slow-start mechanism, we
investigate the effect of self-similarity on RTO estimation
algorithm. We discover that the higher the Hurst param-
eter of RTT is, the more frequent unnecessary timeouts
occur. If unnecessary timeout occurs continuously, the
network utilization will decrease remarkably due to TCP
rate control algorithm. Furthermore, we propose a new
RTO calculation algorithm to improve these unnecessary
timeouts. It was shown that our improved RTO estima-
tion algorithm performs significantly better.

The rest of the paper is organized as follows. In section
2, we briefly introduce the the packet delay self-similarity.
Section 3 describes the mechanism of TCP and its RTO
estimation algorithm. In section 4, we evaluate the corre-
lation between traffic and packet delay self-similarity. In
section 5, we evaluate the influence of RTT self-similarity
on TCP performance from two viewpoints, throughput
performance and RTO estimation algorithm. Finally, in
section 6, we summarize this paper.



2 Packet Delay Self-Similarity

In recent years, empirical studies[6, 7, 8] on packet de-
lay characteristics showed that packet delay characteris-
tics have self-similar characteristics.

In the literature [6], 12 traces of round trip Internet
packet delay (UDP packets) was analyzed and it was found
that these traces, when viewed as time series data, often
exhibit Hurst parameter estimates greater than 0.5, indi-
cating long-range dependence. The paper indicates that
Internet delay is bursty across multiple time scales, which
implies that end-user quality of services in the Internet is
likely to be impacted by long period of very large and/or
highly variable delays.

The literature [7] is the extended version of the litera-
ture [6]. The paper implies the long-range dependency
of a round-trip delay increases with network load and
seems to be positively correlated with the packet loss for
that path. These results have implications for the design
of real-time, interactive multimedia applications. When
Hurst parameter is high, the combination of round-trip
delay and loss rate may be too extreme for delay- and
loss-sensitive applications, such as Internet telephony and
video-conferencing.

In the literature [8], round trip time of NTP(TCP)
packet traces were analyzed and it was found that RTT
has self-similar nature. The Hurst parameter on NTP
packet delay was between 0.6 and 0.8. Also the litera-
ture [8] indicates that the queueing delay of self-similar
traffic is the reason for self-similar nature of packet delay.
The main findings of literature [8] are that: (i) The packet
round-trip delay processes of the five routes in Internet are
all LRD processes; the intensity of LRDmeasured in terms
of Hurst parameter H is different for routes. (ii) The mea-
sured packet round-trip delay process is only a sampled
process with certain sampling interval. (iii) The probabil-
ity distribution P (round-trip delay > x) decays with x
more slowly than exactly exponential rate. Based on the
findings, they think that the LRD in a packet round-trip
delay process is caused by the LRD in the arrival packet
traffic in Internet.

3 Transmission Control Protocol

We study the Reno version of TCP, which is the most
popular TCP in the current Internet. TCP generally uses
window flow control and TCP-Reno congestion control is
based on the additive increase and multiplicative decrease
mechanism containing Fast Retransmit and Fast Recovery
algorithms[10].

TCP employs an ACK(Acknowledgement)-based win-
dow control, that is, a TCP sender updates its congestion
window size every RTT. Therefore, TCP throughput per-

formance depends on the RTT. It is well known that the
theoretical throughput of TCP connection is given by the
following expressions[11].

B(p) =
1

E[RTT ]

√
3
2bp

(1)

where E[RTT ] is average of RTT, p is packet loss probabil-
ity and b is the number of packets that are acknowledged
by a received ACK.

TCP provides reliable data transfer to higher-layer ap-
plications. In order to do this, TCP must detect segment
losses and retransmit them. TCP-Reno has two methods
to detect the losses: Fast Retransmit-based and RTO-
based methods. With RTO-based method, which is the
most basic mechanism to detect the losses, the sender re-
transmit a segment if its ACK has not been received in
the expected amount of time (this is RTO based on the
RTT). On the other hand, with Fast Retransmit, after re-
ceiving three duplicate ACKs for the same TCP segment,
the sender infers that a packet has been lost and retrans-
mits it without waiting for a retransmission timer to ex-
pire, leading to higher channel utilization and connection
throughput. If segment losses are detected by RTO, TCP
congestion window, which specifies the amount of data the
TCP sender can transmit before receiving an ACK, is re-
duced to 1 segment, that is, RTO based method effectively
reduces TCP’s throughput. Therefore, the goal of a good
RTO estimator should be to minimize the number of un-
necessary retransmissions due to RTO. If RTT drastically
changes, RTO may not be able to adapt to the RTT and
the TCP sender may end up retransmitting segments.

In Jacobson’s algorithm[12], RTO is calculated by

RTO = SRTT + kRTTV AR (2)
RTTV AR = RTTV AR

+ h× (|SRTT − RTTmeas| −D) (3)

with k = 4, h = 0.25 in many cases, where SRTT is a
smoothed estimate of RTT and RTTV AR is a smoothed
estimate of the variance of RTT. Both variables are up-
dated every time an RTT measurement RTTmeas is taken.
SRTT is updated using an EWMA (exponentially-weighted
moving average) with a gain of α

SRTT = (1− α)SRTT + αRTTmeas (4)

and the literature [12] recommends α = 1
8 , which leads to

efficient implementation using fixed-point arithmetic and
bit shifting.

The widely-used BSD RTO implementation has several
possible limitations as follows; (i) the measurements are
made using a clock with a 500 msec granularity; (ii) the
adaptive RTT and RTT variation estimators are updated



Figure 1: Simulation Environment based on NS

with new measurements only once per round-trip, so they
adapt fairly slowly to change in network conditions; (iii)
the resulting RTO estimate has a large minimum value of
1 sec, which may make it inherently conservative. But,
with the advent of higher precision clocks and the TCP
“timestamp” option, all three of these limitations might
be removed. So, we adopt “timestamp” option for our
evaluation. As described before, measuring RTT and esti-
mating RTO gives large impact on TCP performance. So,
there are many studies concerning measuring RTT and
estimating RTO. The literature [13] deals with measuring
RTT and estimating RTO from some different viewpoints.
The literature [13] showed that they analyzed the impact
of varying a number of estimator parameters, finding that
the one with the greatest effect is the lower bound placed
on RTO, followed by the clock granularity, while other
parameters have little effect.

4 Correlation between Traffic Vol-

ume and RTT Self-Similarities

A packet round-trip delay is the sum of delays on each
subnet link traversed by the packet. A packet delay in
the Internet consists of four components (processing de-
lay, queueing delay, transmission delay and propagation
delay). Being fixed the length and routing of a packet, the
packet delay only changes with the queue delays on the
route. In the Internet, a packet route generally includes
a tandem of many queues on routers, so the packet round
trip delay process is mainly determined by the queueing
performances along the route.

Let express packet round trip delay T (t) the form

T (t) = T0 +
N∑

t=1

Qi(t) (5)

where T0 is constant part of RTT,N is the total number of
queues along its route and Qi(t) is the delay of the packet
experiencing in queue i. Recent study[8] anticipated that

Qi(t) behaves as a LRD (Long Range Dependence) pro-
cesses when the arrival packet traffic is a LRD processes,
because the complementary distribution of a queue length
decays more slowly than strictly exponential rate. Put an-
other way, we expect that there is a correlation between
the traffic volume and RTT self-similarities. With com-
puter simulation, we evaluate the correlation in order to
confirm the anticipation. We employ ns2[14] simulator
and set up the simulation environment as illustrated in
Fig.1, where TCP connections share one bottleneck link.
We make the following assumptions,

• All connection are TCP connections.
• The number of connection is n = 32.
• Node i (i = 2, . . . , n) sends packets according to
Pareto file size distribution. Aggregated Traffic based
on Pareto file size distribution behaves as a self-
similar process[2].

• Node 1 always has data to send (i.e., greedy model).

• Packet size is 1000bytes.
• R is drop-tail router.
• Hurst parameters of input traffic are High(H = 0.89),
Middle(H = 0.79) and Low(H = 0.68).

Various techniques for estimating Hurst parameter in a
time series are available[15] such as Variance Time Plot(VTP),
R/S analysis, Periodgram. We employ VTP method, which
is a simple but effective estimator[1].

Table 1 shows long-range dependency of RTT evaluated
by VTP. Here, HTraffic and HRTT represent the Hurst pa-
rameter of traffic volume and RTT, respectively. We can
see that HRTT increases as HTraffic increases. That is,
there is some correlation between traffic volume and RTT
self-similarities. Self-similarity of traffic volume is one of
the factors, which leads RTT self-similarity.

5 Influence of RTT Self-Similarity

on TCP

5.1 Throughput Performance

In this subsection, we evaluate TCP throughput perfor-
mance in order to investigate the influence of RTT self-
similarity on TCP throughput performance. We set up
the simulation environment as illustrated in Fig.2. We
assume that RTT is given by FGN(Fractional Gaussian

Table 1: Long range dependency of RTT
HTraffic 0.68 0.79 0.89
HRTT 0.56 0.72 0.83



Figure 2: Simulation Environment

Figure 3: TCP throughput traces

Noise)[16] with mean and variance of 0.05 sec and 0.0015
sec2, respectively. FGN can provide a self-similar process
according to Hurst parameter. We also assume that a
packet is lost randomly with probability of 0.01 and RTO
expiration does not occur. Figure 3 shows TCP traffic
traces, where we plot throughput against times where time
granularity is 0.1, 1, and 10 sec. In Fig.3, the vertical axis
shows average throughput per each observing time scale.

In the case of HRTT=0.5, the coarser the time scale
is, the flatter the throughput dynamics is. On the other
hand, in the case of HRTT = 0.9, the high variability is
kept even if timescale is 10sec. Next, to see the degree
of variability of the throughput, the probability density
function of throughput is displayed on Fig.4.

In Fig.4, the horizontal axis shows random variable x
as throughput, the vertical axis shows probability density
function f(x). It is confirmed that, in the large time scale,
the distribution of throughput is wide when H of RTT is
large. From the above results, we can expect that the long-
range dependence of RTT influences the file forwarding
time because the coarse time scale corresponds to the large

Figure 4: pdf of TCP throughput

Table 2: Time for completing file forwarding
HRTT 0.5 0.7 0.9
Max(s) 9.5 11.3 13.2
Min(s) 6.5 5.7 4.3

Standard Deviation 0.51 0.98 1.99

file transfer. Table 5.1 shows the transfer time of a file
with file size of 1MB. RTT self-similarity results in high
variability of file transfer time. The difference between
maximal and minimal transfer time is 9sec in the case
of HRTT = 0.9, while it is 3sec in the case of HRTT =
0.5. This is not a desirable result from a viewpoint of
fairness among TCP connections, because, a file transfer
time depends heavily on start timing of each connection.

5.2 Unnecessary Timeout

In this subsection we evaluate RTO estimation with dif-
ferent Hurst parameters of RTT in order to investigate
unnecessary timeouts, and we propose a new RTO esti-
mation algorithm to improve its unnecessary timeouts.

We use the same simulator as described in section 5.1.
We use two kinds of RTT, which have different Hurst pa-
rameter. We assume k = 4, and α = 1/8 in Eqns.2 and
4. Let RTO series with HRTT = 0.5, and HRTT = 0.9 be
RTOH=0.5 and RTOH=0.9, respectively. From those re-
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sults, we can see RTOH=0.9 is more bursty thanRTOH=0.5.
That is, RTO may keep small value continuously in the
cause of RTOH=0.9. In this case, when RTT changes dras-
tically, RTT exceeds RTO. That is, unnecessary timeouts
occur frequently when Hurst parameter of RTT is high.

Next, we introduced the following evaluation index to
investigate unnecessary timeout.

T imeout index =
estimated RTO

measured RTT
(6)

It means that a timeout did not occur, when T imeout
index is larger than 1 and a packet is not lost. How-
ever, when T imeout index is extremely larger than 1, in
the case that a packet is lost, the sender must wait long
time until timer expiration. On the other hand, when
T imeout index is smaller than 1, it means that the un-
necessary timeout occurred. Figures 5 and 6 show the
number of unnecessary timeout normalized by the num-
ber of unnecessary timeout at HRTT = 0.9 and k = 4 and
average T imeout index vs k, respectively.

In Fig.5, many unnecessary timeouts occur when Hurst
parameter of RTT is 0.9 in the case of k = 4, which is
commonly used in BSD implementation. We can see that
the number of timeout occurring at the HRTT = 0.9 is 10
or more times large as compared with that at the HRTT =
0.5. This reason is as follows. RTTV ARS corresponds
to variance of RTT. Usually, LRD process is evaluated
by ensemble average and variance[1]. But, in the case of
TCP, average and variance of RTT is local average and
variance. Because time correlation is high when a series
of RTT is bursty (H=0.9), RTTV AR tends to become
small. That is, the setup of k = 4 is not good when Hurst
parameter of RTT is large.

From Fig.5, we can see that unnecessary timeouts de-
crease as k increases. On the other hand, from Fig.6, we
can see that as k increases, TCP senders must wait for
long time to detect timeout, that is, utilization of network
resource is reduced. In other words, there is an adequate
value of k to realize the reduction of unnecessary timeouts
and effective resource utilization. Therefore, we propose
a new RTO estimation algorithm to set the value of k ac-
cording to the Hurst parameter of RTT. That is, we set
k = 4 when HRTT = 0.5 and k = 7 when HRTT = 0.9.
In this case, when HRTT = 0.9, we can see that the num-
ber of unnecessary timeouts and an average time index is
almost the same as HRTT = 0.9.

In order to use this method, a practical Hurst param-
eter estimator is required. It is difficult to employ com-
monly used estimators such VTP, because these methods
require large amount of computational costs. However,
tendency of long range dependence can be estimated with
RTTV AR as follows. We calculate RTTV AR with differ-
ent two values of α. Since RTTV AR and α correspond to



the variance of RTT and granularity of smoothed RTT,
RTTV AR is sensitive to α when HRTT is large while it
is not sensitive when HRTT is small. Therefore, we can
estimate the tendency by:

RTTV ARα1/RTTV ARα2 (7)

where α1 > α2. Figure 7 shows Eqn.7. According to
Eqn.7, we can reduce long range dependency at HRTT by
changing k = 4 to k = 7.

6 Conclusions

In this paper, first, we discussed the origin of the packet
delay self-similarity. With computer simulation, we found
that there is some correlation between traffic volume and
RTT self-similarities. Therefore, self-similarity of traf-
fic volume is one of the factors, to lead the RTT self-
similarity. Second, we evaluated the influence of RTT
self-similarity on TCP throughput performance. We con-
firmed that the long-range dependence of RTT makes the
variability of file forwarding time high. That is, the higher
the Hurst parameter of RTT is, the bigger the difference
between maximal and minimal transfer time is. This is
because, when the Hurst parameter is large, the vari-
ability is not averaged even in the case of forwarding a
large file, while it is averaged when the Hurst parameter
is small. It implies that it will be a severe fairness problem
among TCP connections in terms of steady communica-
tion. Therefore, we will plan to develop a network control
method considering RTT self-similarity to support steady
communication. Finally, we investigate the impact of RTT
self-similarity on RTO. We discovered that the higher the
Hurst parameter of RTT is, the more frequent unnecessary
timeouts occurs. If unnecessary timeout occurs continu-
ously, the network utilization will decrease remarkably due
to TCP rate control algorithm. Furthermore, we proposed
a new RTO calculation algorithm to improve these unnec-
essary timeouts. It was shown that our improved RTO
estimation algorithm perform significantly better. In the
future, we will evaluate the variability of file forwarding
time among various file size packets. Next, we will im-
plement our RTO estimation algorithm and evaluate its
performance.
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